Large area CMOS active pixel sensor x-ray imager for digital breast tomosynthesis: Analysis, modeling, and characterization
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Purpose: Large area x-ray imagers based on complementary metal-oxide-semiconductor (CMOS) active pixel sensor (APS) technology have been proposed for various medical imaging applications including digital breast tomosynthesis (DBT). The low electronic noise (50–300 e−) of CMOS APS x-ray imagers provides a possible route to shrink the pixel pitch to smaller than 75 µm for microcalcification detection and possible reduction of the DBT mean glandular dose (MGD).

Methods: In this study, imaging performance of a large area (29 × 23 cm²) CMOS APS x-ray imager [Dexela 2923 MAM (PerkinElmer, London)] with a pixel pitch of 75 µm was characterized and modeled. The authors developed a cascaded system model for CMOS APS x-ray imagers using both a broadband x-ray radiation and monochromatic synchrotron radiation. The experimental data including modulation transfer function, noise power spectrum, and detective quantum efficiency (DQE) were theoretically described using the proposed cascaded system model with satisfactory consistency to experimental results. Both high full well and low full well (LFW) modes of the Dexela 2923 MAM CMOS APS x-ray imager were characterized and modeled. The cascaded system analysis results were further used to extract the contrast-to-noise ratio (CNR) for microcalcifications with sizes of 165–400 µm at various MGDs. The impact of electronic noise on CNR was also evaluated.

Results: The LFW mode shows better DQE at low air kerma (Kd < 10 µGy) and should be used for DBT. At current DBT applications, air kerma (Kd ~ 10 µGy, broadband radiation of 28 kVp), DQE of more than 0.7 and ~0.3 was achieved using the LFW mode at spatial frequency of 0.5 line pairs per millimeter (lp/mm) and Nyquist frequency ~6.7 lp/mm, respectively. It is shown that microcalcifications of 165–400 µm in size can be resolved using a MGD range of 0.3–1 mGy, respectively. In comparison to a General Electric GEN2 prototype DBT system (at MGD of 2.5 mGy), an increased CNR (by ~10) for microcalcifications was observed using the Dexela 2923 MAM CMOS APS x-ray imager at a lower MGD (2.0 mGy).

Conclusions: The Dexela 2923 MAM CMOS APS x-ray imager is capable to achieve a high imaging performance at spatial frequencies up to 6.7 lp/mm. Microcalcifications of 165 µm are distinguishable based on reported data and their modeling results due to the small pixel pitch of 75 µm. At the same time, potential dose reduction is expected using the studied CMOS APS x-ray imager.
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1. INTRODUCTION

Current clinical x-ray imagers for digital breast tomosynthesis (DBT) are dominated by the hydrogenated amorphous silicon (a-Si:H) thin-film transistor (TFT) passive pixel sensor (PPS) technology.1,2 Both indirect a-Si:H p–i–n photodiode (PD) in combination with a thallium-activated structured cesium iodide (CsI:Tl) scintillator and a direct amorphous selenium (a-Se) photoconductor are used for DBT products.3–5 Even though the PPS can achieve a compact pixel layout and large area manufacturing, it suffers from high electronic noise of greater than 1000 electrons (e−).6 In addition, the rapid reduction of fill factor for smaller pixel sizes represents a significant limitation on the pixel resolution with PPS x-ray imagers. The high electronic noise (1000–2000 e−) and limited fill factor (<0.7) restrict the DBT pixel pitch to values ranging from 85 to 140 µm (after pixel binning),2 and the mean glandular dose (MGD) to around 1.3 mGy for an average breast with 5 cm thickness and 50% glandular fraction.7 A large pixel pitch will result in loses of image information such as small
size microcalcifications and fine details contained in the high spatial frequency region beyond 5 line pairs per millimeter (lp/mm).

Digital x-ray imagers based on complementary metal-oxide-semiconductor (CMOS) active pixel sensor (APS) technology have been developed in the past two decades. The CMOS APS sensors differ from the conventional PPS sensors by adding an amplifier to each pixel to increase the signal-to-noise ratio (SNR). In contrast to the single-transistor PPS pixel, the simplest CMOS APS pixel circuit consists of a crystalline silicon (c-Si) photodiode and three field-effect transistors. A scintillator such as CsI:Tl needs to be coupled with the CMOS APS sensors to convert the x-rays to optical photons that are detected indirectly by the photodiode. The advantages of CMOS APS technology over PPS are (i) small pixel pitch (25–100 μm), (ii) low electronic noise (50–300 e−), (iii) fast frame rate (up to 30 frames per second (fps)), and (iv) full circuit integration. A number of wafer scale CMOS APS arrays have been developed for medical imaging applications. More specifically, a number of wafer scale CMOS APS arrays can be tiled together to achieve a large detector area with the dimension of ∼20×30 cm² that is suitable for digital mammography and DBT. More specifically, the image quality metrics such as modulation transfer function (MTF), noise power spectrum (NPS), and detective quantum efficiency (DQE) of a 29×23 cm² large area CMOS APS x-ray imager [Dexela 2923 MAM (PerkinElmer, London)] with a ∼75 μm pixel pitch have been measured by various groups for both digital mammography and DBT. The pixel size is capable of achieving a high Nyquist frequency (f_Nyq) of ∼6.7 lp/mm for improved image quality. DQE of greater than 0.6 was achieved under DBT exposure conditions. Naday et al. and Park et al. also investigated the reconstructed image quality using the Dexela x-ray imager. It has been shown that microcalcifications with size of 165 μm are distinguishable using CMOS APS technology.

The cascaded system analysis provides another approach to theoretically investigate the x-ray imager performance. Detector key parameters for a series of gain and spreading stages must be extracted to calculate the image quality metrics such as MTF, NPS, and DQE. Three dimensional (3D) cascaded system model can be used to investigate the noise aliasing effect. The cascaded system analysis that is commonly used for a-Si:H based PPS x-ray imagers has not been applied to CMOS APS x-ray imagers. In this work, the imaging performance of the Dexela 2923 MAM CMOS x-ray imager was analyzed, characterized, and modeled for DBT application. More specifically, a reliable model based on cascaded system analysis was developed for a CMOS APS x-ray imager. This analysis was applied to simulate the experimental data of MTF, NPS, and DQE parameters for both broadband and monochromatic synchrotron radiations.

Clinically, radiologists search for clusters of microcalcifications with dimensions ranging from 100 to 500 μm as important early indicators of breast cancers. Detection of microcalcifications in small sizes below 200 μm is critical but also challenging because of the limited pixel resolution of current PPS x-ray imagers. The novelty of this work is to numerically calculate the contrast-to-noise ratio (CNR) for microcalcifications with various sizes (165–400 μm) using the cascaded system modeling results based on the high resolution CMOS APS x-ray imager. At the same time, we analyzed the impact of electronic noise on image quality of microcalcifications as defined by CNR at various calculated MGDs.

2. MATERIALS AND METHODS

2.A. Dexela 2923 MAM CMOS APS x-ray imager

The Dexela 2923 MAM CMOS APS x-ray imager used in this work is based on a 3-transistor (3-T) CMOS APS technology. Detailed technical description of this x-ray imager is not provided in the open literature. Figure 1 shows a typical example of the circuit schematic (a) and driving scheme (b) of the 3-T CMOS APS pixel circuit and the cross-sectional view of a c-Si photodiode. The cross section of the reset transistor T_RST is also shown. T_SEL, T_SEL, and T_BIAS represent source follower, row select transistors for the APS pixel, and bias transistor in the column line, respectively. Details of the 3-T CMOS APS operation principle and driving scheme are described in Appendix A.

The Dexela 2923 MAM x-ray imager offers an option to switch between high full well (HFW) and low full well...
(LFW) modes.\textsuperscript{16,18,19} The full well capacity is defined as the maximum number of electrons that can be stored on the sensing node (\(V_{\text{PD}}\) in Fig. 1). The HFW mode is designed to achieve high full well capacity (\(N_{\text{HFW}} \sim 1.6 \times 10^6 \text{ e}^-\)) and high dynamic range (\(-73 \text{ dB}\)) but at the expense of higher electronic noise (\(-360 \text{ e}^-\)).\textsuperscript{16,19} In comparison, the LFW mode has a relatively lower full well capacity (\(N_{\text{LFW}} \sim 0.5 \times 10^6 \text{ e}^-\)), smaller dynamic range (69 dB), and lower electronic noise (165 e\(^-\)).\textsuperscript{16,19} The LFW is more sensitive to small signal, but is limited in dynamic range. In general, switching between HFW and LFW modes can be achieved by adding an additional input storage capacitor (\(C_S\)) to the photodiode capacitance (\(C_{\text{PD}}\)). If we consider \(C_{\text{PD}}\) is approximately constant under various reverse bias, the full well capacity can be described as \(N_{\text{HFW}} = (C_S + C_{\text{PD}}) \times V_{\text{DD}}/q\) and \(N_{\text{LFW}} = C_{\text{PD}} \times V_{\text{DD}}/q\) for HFW and LFW modes, respectively. Assuming that \(V_{\text{DD}}\) is in the range of 1–3 V, the corresponding total input capacitance for HFW (\(C_S + C_{\text{PD}}\)) and LFW (\(C_{\text{PD}}\)) modes of Dexela 2923 MAM CMOS APS x-ray imager can be calculated to be 85–255 fF and 27–81 fF, respectively. For the LFW mode, the small \(C_{\text{PD}}\) will result in a larger conversion gain; reported values in the literatures are \(8.4 \times 10^{-3}\) and 0.026 digital numbers per electron (DN/e\(^-\)) for HFW and LFW modes, respectively.\textsuperscript{16}

### 2.B. Detector x-ray imaging performance evaluation

The imaging performance of CMOS APS x-ray imager was evaluated by measuring the MTF, NPS, and DQE parameters for both broadband\textsuperscript{18} and monochromatic synchrotron radiations.\textsuperscript{19} Figure 2 shows the schematics of broadband\textsuperscript{18} and a monochromatic synchrotron radiations.\textsuperscript{19} In both cases, the IEC standard recommendations were used for measurements of MTF, NPS, and DQE parameters.\textsuperscript{31}

The x-ray source for the broadband radiation is a tungsten anode (W) with a beryllium (Be) exit window filtration of 0.76 mm thickness and an external rhodium filter of 0.05 mm thickness.\textsuperscript{18} An additional 1.4 mm aluminum (Al) filtration was added to match the half value layer (HVL) of 0.75 mm Al specified in IEC protocol 62220-1-2 for mammography.\textsuperscript{31} The x-ray tube voltage was set at 28 kVp.

The x-ray beams of monochromatic synchrotron radiation were generated from one of the bending magnets of the storage ring (Fig. 2). The energy was selected using a double-crystal Si monochromator.\textsuperscript{19}

The tilted edge technique described by Buhr et al. and Samei et al. was used to measure the MTF.\textsuperscript{32,33} The details on MTF measurement were discussed in previous work.\textsuperscript{16,18,19} Briefly, an opaque object such as W foil with a sharp edge was placed on the detector with a small tilted angle of 1.5°–3° referring to the pixel rows and columns. The edge spread function (ESF) of several consecutive rows or columns was obtained by reading the output signal of corresponding pixels. The ESF curves were then shifted and combined to the average oversampled ESF curve to reduce the statistical noise. Then, the oversampled line spread function (LSF) curve was derived by differentiating the oversampled ESF curve. The final MTF(\(u\)) as a function of spatial frequency \(u\) was calculated by normalizing the Fourier transform (FT) of oversampled LSF.\textsuperscript{19} Suppose \(x\) is in the horizontal direction, corresponding MTF(\(v\)) in the vertical direction can be obtained by repeating the procedure in the \(y\) direction.

To calculate the NPS, a large area flat field image for region of interest (ROI) of 2380 × 3664 pixels for broadband x-ray radiation and 2350 × 2530 pixels for monochromatic synchrotron radiation was obtained.\textsuperscript{18,19} The ROI was separated into \(M\) subROIs of 256 × 256 pixels half-overlapping with each other. The NPS as a function of spatial frequency can be extracted from the FT of flat field image \(I(x, y)\) subtracted by a second order polynomial fit \(S(x, y)\) to remove low frequency (background) trends arising for the x-ray field’s nonuniformity (e.g., heel effect).\textsuperscript{19}

\[
\text{NPS}(u,v) = \frac{\Delta x \cdot \Delta y}{M \cdot N_x \cdot N_y} \sum_{i=1}^{M} \left| \text{FT} \left\{ I(x_i,y_i) - S(x_i,y_i) \right\} \right|,
\]

where \(\Delta x\) and \(\Delta y\) are the pixel pitches in \(x\) and \(y\) directions, \(N_x\) and \(N_y\) represent the subROI size (256 × 256), \(M\) is the total number of subROIs, \(I(x_i,y_i)\) is the flat field image for subROI \(i\) as a function of \(x\) and \(y\), and \(S(x_i,y_i)\) is a second order polynomial fit according to the IEC standard.\textsuperscript{31} The normalized NPS (NNPS) can be calculated by dividing NPS by the square of mean pixel output signal (\(d\) in DN).\textsuperscript{19} Finally,
the DQE can be extracted from measured MTF and NNPS parameters by the following expression:

\[
\text{DQE}(u,v) = \frac{d^2\text{MTF}^2(u,v)}{\bar{\theta}_0^2\text{NNPS}(u,v)} = \frac{\text{MTF}^2(u,v)}{\bar{\theta}_0^2\text{NNPS}(u,v)},
\]

where \(d\) is the mean pixel output signal in DN and \(\bar{\theta}_0\) is the mean x-ray fluence in x-rays/mm\(^2\).

2.C. Cascaded system analysis for CMOS APS x-ray imagers

To investigate and predict the imaging performance of CMOS APS x-ray imagers under various exposure conditions, cascaded system analysis is an effective tool. It can be used to simulate both signal and noise transfers between a series of gain and blurring stages. The cascaded system of CMOS APS x-ray imager can be described by the following eight stages.\(^{23,24}\)

**Stage 0: Incident x-ray quanta.** The input x-ray signal (mean x-ray fluence, \(\bar{\theta}_0\)) is determined by the number of incident x-ray photons for an x-ray spectrum per unit area (in x-rays/mm\(^2\)) of the imager. \(\bar{\theta}_0\) is proportional to the input air kerma \(K_a\) at detector surface. The mean x-ray fluence per input air kerma, \(\bar{\theta}_0/K_a\) (in x-rays/mm\(^2\) per \(\mu\)Gy), can be obtained using the incident x-ray spectrum \((\Phi(E))\) and the mass energy-absorption coefficient of dry air \((\mu_{\text{air}}/\rho)\) in cm\(^2\)/g as a function of x-ray energy \(E\).\(^{34}\)

**Stage 1: X-ray absorption by scintillator (gain stage).** The probability that an incident x-ray photon with energy \(E\) being absorbed by or interacted with the scintillator is described by the quantum detection efficiency (QDE). The QDE as a function of x-ray photon energy is given by\(^{19,23,35}\)

\[
\text{QDE}(E) = 1 - \exp\left(-\left(\frac{\mu}{\rho}(E)\right)\rho_z\right),
\]

where \(\mu/\rho\) is the energy-dependent mass attenuation coefficient of scintillator such as CsI:Tl and \(\rho_z\) represents the surface density in the unit g/cm\(^2\). For an incident x-ray spectrum with the maximum x-ray energy \(E_{\text{max}}\), the scintillator mean quantum efficiency \((\bar{g}_1)\), describing the mean absorption of the x-ray spectrum, is given by\(^{23,24,34}\)

\[
\bar{g}_1 = \frac{\int_0^{E_{\text{max}}} \Phi(E) \cdot \text{QDE}(E) \cdot T_0(E) \, dE}{\int_0^{E_{\text{max}}} \Phi(E) \, dE},
\]

where \(T_0(E)\) represents the transmittance of the scintillator top protection film, such as Al. \(T_0(E)\) is approximately 0.95 assuming that a thin protection film of Al \((<100 \mu\text{m})\) is used.\(^{36}\) \(\bar{g}_1\) reflects the mean number of absorbed x-rays per incident x-ray quanta. In general, QDE is scintillator thickness dependent, i.e., a thicker CsI:Tl layer produces a higher QDE.\(^{37}\) However, at the same time, the long optical path in the scintillating material degrades the DQE at high spatial frequencies due to the light scattering effect. In this work, CsI:Tl scintillator thicknesses of 150 \(\mu\text{m}\) (broadband x-ray radiation, 28 kVp)\(^{18}\) and 200 \(\mu\text{m}\) (monochromatic synchrotron radiation, 17 keV)\(^{19}\) were used.

**Stage 2: Optical photon generation and emission by scintillator (gain stage).** The absorbed x-rays are converted into optical photons in the scintillator. The conversion process can be divided into three consecutive stages: (a) the excitation of electrons in the inner shell, and relaxation and creation of a large number of electron–hole (e–h) pairs through an avalanche process; (b) carrier migration and further relaxation leading to formation of excitons, having an energy smaller than the bandgap; and (c) e–h recombination and light emission (photoluminescence).\(^{38,39}\) In general, to create an e–h pairs, an average energy \((E_{\text{ch}})\) greater than compound’s bandgap \((E_g)\) is required.\(^{38}\)

The number of optical photons generated inside the scintillator by an absorbed x-ray photon with energy \(E\) is given by\(^{38,39}\)

\[
N_{\text{ph}}(E) = N_{\text{eh}}(E) \cdot S \cdot Q = \frac{E}{E_{\text{ch}}} \cdot S \cdot Q,
\]

where \(N_{\text{eh}}(E)\) is the number of e–h pairs generated by a single x-ray photon with energy \(E\), \(S\) is the transfer efficiency of the e–h pair energy to the luminescent center inside the bandgap, \(Q\) is the luminescence quantum efficiency, and \(E_{\text{ch}}\) is the average energy required to create one e–h pair. The optical yield (in photons/keV), the number of optical photons generated by a single x-ray photon per unit x-ray energy, is given by

\[
\eta_{\text{opt}} = \frac{N_{\text{eh}}(E)}{E} = \frac{1}{E_{\text{ch}}} \cdot S \cdot Q.
\]

For CsI:Tl, \(E_{\text{ch}}\) is around 2.5\(E_g\) and \(E_g\) is 6.4 eV.\(^{20}\) \(S\) and \(Q\) are dependent on the material manufacturing technology. Assuming \(S\) and \(Q\) equal to 1 (ideal case), the calculated maximum \(\eta_{\text{opt}}\) of CsI:Tl is 62 photons/keV, which is within the range of reported experimental values ranging from 52 to 66 photons/keV.\(^{39,41}\)

In the cascaded system simulation described in this paper, \(\eta_{\text{opt}}\) of 55 photon/keV was used to achieve good fit to experimental data.

After the optical photon generation, the probability of emitted optical photons escaping from the scintillator \((\eta_{\text{esc}})\) depends on the vertical distance \((z)\) from the bottom interface.\(^{35}\) The light output (number of optical quanta emitted per absorbed x-ray photon of energy \(E\) at a distance \(z\) from the scintillator bottom interface is given by\(^{23}\)

\[
g_z(E,z) = \eta_{\text{opt}} \cdot \eta_{\text{esc}}(z) \cdot E.
\]

It should be noticed that no K-fluorescence x-rays were generated, since the maximum x-ray energy used (28 keV) was below the K-absorption edges of CsI:Tl scintillator [i.e., 33.2 keV for iodine (I) and 36 keV for cesium (Cs)].

The mean quantum gain \((\bar{g}_2)\) of scintillator with a thickness \(t\) can be obtained by integrating the light output at various \(E\) and \(z\),\(^{23}\)

\[
\bar{g}_2 = \int_0^{E_{\text{max}}} \Phi(E) \left[ \int_z^{\infty} e^{-\mu(E)\Delta z} (1 - e^{-\mu(E)\Delta z}) g_z(E,z) \, dz \right] \, dE.
\]

Medical Physics, Vol. 42, No. 11, November 2015
where $g_s(E) = QDE(E) \times T_o(E)$, and $e^{-\mu(t-z)}$ and $(1-e^{-\mu \Delta t})$ represent the probabilities of x-rays passing through the distance $(t-z)$ and absorbed by a thin layer of thickness $\Delta t$ (Fig. 2), respectively. The integral can be calculated by summation over $E$ and $z$. The $\bar{g}_2$ describes the mean number of optical photons escaped from the scintillator over the entire optical spectrum per absorbed x-ray photon.

The scintillator Poisson excess $\varepsilon_{g_2}$ is given by

$$\varepsilon_{g_2} = \frac{1}{\bar{g}_2} \left( \frac{1}{I_{Swank}} - 1 \right) - 1,$$

where $I_{Swank}$ is the Swank factor describing the noise associated with the x-ray conversion process in scintillator.\(^{25,27,37}\)

**Stage 3: Light scattering by scintillator (stochastic blurring stage).** This stage describes the scattering effect of the scintillator. The second order polynomial fit for $T_3(u,v)$ generally used to describe scintillator MTF\(^{24}\) ($T_3(u,v)$) does not provide good fitting for Dexela 2923 MAM CMOS APS x-ray imager. The deviation can originate from the additional FOP blurring (Fig. 2), respectively. The integral can be calculated by

$$\int \frac{1}{I_{Swank}} - 1, \quad (9)$$

where $I_{Swank}$ is the Swank factor describing the noise associated with the x-ray conversion process in scintillator.\(^{25,27,37}\)

**Stage 4: Optical coupling of FOP (gain stage).** A FOP attached to the scintillator is widely used in CMOS x-ray imagers.\(^{19,43}\) The optical photons escaping from the scintillator are coupled to the photodiode through the FOP. In addition, the FOP operates as an x-ray blocking material to prolong the lifetime of the x-ray imager. The optical coupling efficiency, which determines the fraction of optical photons coupled and transmitted by the FOP, is given by\(^{44}\)

$$\eta_4 = \frac{\bar{g}_2}{2} \cdot T_F \cdot (1 - L_R) \cdot F_C,$$

(11)

where NA ($\sim 1$) is the numerical aperture of a fiber optic, $T_F$ ($\sim 0.8$) is the transmission of the fiber optic core, $L_R$ ($\sim 10\%$) is the optical loss at the surface due to Fresnel reflection, and $F_C$ (0.75–0.85) is fill factor of the fiber optic core.\(^{44}\) The typical thickness of FOP is $\sim 3$ mm. The calculated FOP optical coupling efficiency is ranging from around 0.54 to 0.61.

In this work, $\eta_4$ of 0.55 was used. Note that the FOP blurring was not investigated as an individual stage. However, the $T_3(u,v)$ extracted in stage 3 can be considered as an integrated stage for both scintillator and FOP blurring.

**Stage 5: Optical photon absorption and electron generation by photodiode (gain stage).** The optical photons transmitted through FOP are coupled to the c-Si CMOS APS imager to create e–h pairs (electronic signal) inside the photodiode. For more details, see Appendix A.) The captured electrons per incident photon can be described by the photodiode external quantum efficiency (EQE). The mean number carriers collected per incident optical photon are $\bar{g}_5 = \text{EQE}$.

In the current study, we used EQE of $\sim 0.6$.

The electronic signal (in e$^-$) is then amplified by APS pixel circuitry and finally converted to output voltage (or DN). (For more details, see Appendix A.)

**Stage 6: Pixel presampling (deterministic blurring stage).** The transfer function due to pixel aperture (photodiode active area) $T_6(u,v)$ in the spatial frequency $(u,v)$ domain is given by

$$T_6(u,v) = \left| \text{sinc}(\pi a_{pd} u) \cdot \text{sinc}(\pi a_{pd} v) \right|,$$

(12)

where $a_{pd}$ is the effective photodiode pitch. Given the pixel pitch ($a_{pix}$) of the detector (75 $\mu$m), $a_{pd}$ is calculated by $a_{pd}^2$

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value (broadband, 28 kVp)</th>
<th>Value (monochromatic, 17 keV)</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\bar{q}_0$</td>
<td>5975 (x-rays/mm$^2$)/µGy</td>
<td>4083 (x-rays/mm$^2$)/µGy</td>
<td>Mean x-ray fluence/air kerma</td>
</tr>
<tr>
<td>$g_1$</td>
<td>0.72</td>
<td>0.89</td>
<td>Mean x-ray absorption</td>
</tr>
<tr>
<td>$g_2$</td>
<td>612</td>
<td>543</td>
<td>Scintillator mean quantum gain</td>
</tr>
<tr>
<td>$I_{Swank}$</td>
<td>0.91</td>
<td>0.90</td>
<td>Swank factor</td>
</tr>
<tr>
<td>$\varepsilon_{g_2}$</td>
<td>59.5</td>
<td>59.3</td>
<td>Scintillator Poisson excess</td>
</tr>
<tr>
<td>$A$</td>
<td>0.97</td>
<td>1.05</td>
<td>Fitting parameter $A$ for 1D MTF</td>
</tr>
<tr>
<td>$B$</td>
<td>3.10</td>
<td>4.50</td>
<td>Fitting parameter $B$ for 1D MTF</td>
</tr>
<tr>
<td>$C$</td>
<td>0.55</td>
<td>–0.05</td>
<td>Fitting parameter $C$ for 1D MTF</td>
</tr>
<tr>
<td>$\varepsilon_4$</td>
<td>0.55</td>
<td>0.55</td>
<td>FOP optical coupling efficiency</td>
</tr>
<tr>
<td>$\eta_4$</td>
<td>0.60</td>
<td>0.60</td>
<td>Photodiode EQE</td>
</tr>
<tr>
<td>$a_{pix}$</td>
<td>75 $\mu$m</td>
<td>75 $\mu$m</td>
<td>Pixel pitch</td>
</tr>
<tr>
<td>$a_{pd}$</td>
<td>68.7 $\mu$m</td>
<td>68.7 $\mu$m</td>
<td>Effective photodiode pitch</td>
</tr>
<tr>
<td>FF</td>
<td>0.84</td>
<td>0.84</td>
<td>Pixel fill factor</td>
</tr>
<tr>
<td>$\sigma_{add}$</td>
<td>360 e$^-$ (HFW)</td>
<td>360 e$^-$ (HFW)</td>
<td>Additive electronic noise</td>
</tr>
</tbody>
</table>
follows 2 d
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\[ d = a_{pix}^2 \times FF, \text{ where } FF \text{ (0.84) is the pixel fill factor } [\text{ratio of photodiode active area } (a_{pix}^2) \text{ to the total pixel area } (a_{pix}^2)]. \text{ Here, we assume that the photodiode active area is square.} \]

**Stage 7: NPS aliasing.** The maximum spatial resolution is limited to \( 1/(2a_{pix}) \) because of the aliasing effect, which is included in this stage. The NPS aliasing is included in this stage. The term \( III \) is a Fourier domain comb function as a sum of equally spaced delta functions indicating the aliasing effect of NPS.\textsuperscript{27,28}

**Stage 8: Additive CMOS APS electronic noise.** The additive electronic noise (\( \sigma_{add} \)) for HFW and LFW modes was extracted in previous works from the photon transfer curve (PTC) analysis method.\textsuperscript{16,19} In this work, \( \sigma_{add} \) of 360 and 165 e\textsuperscript{−} for HFW and LFW modes of the Dexela 2923 MAM CMOS APS x-ray imager were considered. A discussion of CMOS APS x-ray imager electronic noise sources is provided in Appendix B. \( \sigma_{add}^2 \) can be expressed as the quadratic sum of individual electronic noise elements.

All parameters used in the cascaded system modeling are listed in Table I.

The above analysis assumes that signal and noise conversion gains of CMOS APS are equal. Also, the conversion gain variance is negligible. Therefore, the final output signal can be expressed in electrons referring to photodiode integrated charges. The pixel output signal (\( d \)) in e\textsuperscript{−} is given by \( \frac{q}{e_0} \) multiplied by all the gains of all stages,

\[ d = a_{pix}^2 \frac{q}{e_0} 182845. \]  \( \text{Eq. (13)} \)

The spatial frequency dependent output signal is the product of \( d \) and the system MTF\((u,v)\) given by

\[ \text{MTF}(u,v) = T_S(u,v) \cdot T_G(u,v). \]  \( \text{Eq. (14)} \)

The output noise as a function of spatial frequency can be described by NPS in e\textsuperscript{2} mm\textsuperscript{2}. The NPS can be expressed as follows\textsuperscript{27}:

\[ \text{NPS}(u,v) = a_{pix}^4 \frac{q}{e_0} 182845 \left[ 1 + \frac{4}{2.45^2} \left( f^2 + e_g \right) T_S^2(u,v) \right] \times T_G^2(u,v) \cdot III(u,v) + S_{add}(u,v), \]  \( \text{Eq. (15)} \)

where \( S_{add} \) can be calculated by \( \sigma_{add}^2 \times a_{pix}^2 \). The NPS is proportional to the output signal \( d \). In this paper, we describe the NPS (NNPS in mm\textsuperscript{2}) by dividing NPS by \( d^2 \).

Consequently, the DQE parameter can be calculated by Eq. (2).

The mean variance of signal (in electrons square) is given by

\[ \sigma^2 = \int \int_{u,v=-f_{max}}^{f_{max}} \text{NPS}(u,v) \cdot du \cdot dv. \]  \( \text{Eq. (16)} \)

The detector SNR (SNR\textsubscript{d}) is given by the pixel mean signal divided by its standard deviation,

\[ \text{SNR}_d = d/\sigma. \]  \( \text{Eq. (17)} \)

Unlike the linear PPS imagers, the imaging performance of CMOS APS x-ray imagers at high x-ray exposure levels can be influenced by the signal nonlinearity originated from the varying APS conversion gain. To compensate for the signal nonlinearity, a signal nonlinearity factor \( f \) (from 0 to 1) as a function of \( K_a \) can be extracted from the derivative of signal response curve.\textsuperscript{24} The NNPS is thereby modified to

\[ \text{NNPS}(u,v) = \left[ 1 + \frac{4}{2.45^2} \left( f^2 + e_g \right) T_S^2(u,v) \right] T_G^2(u,v) \times III(u,v) + S_{add}(u,v), \]  \( \text{Eq. (18)} \)

In this work, the nonlinearity compensation was applied to both broadband and the monochromatic synchrotron radiations. A more detailed study for the influence of signal and noise nonlinearities on detector performance is presented elsewhere.\textsuperscript{45}

**2.D. CNR of microcalcifications**

It is known that microcalcification detection is critical since it is associated with breast cancer at early stages, which can lead to an interventional procedure.\textsuperscript{30} Such early detection is expected to improve the breast cancer detection sensitivity and further reduce the mortality rate. The developed cascaded system model for CMOS APS can be used to evaluate the CNR of microcalcifications for DBT.

In this work, we proposed a simple method based on the Rose model to calculate the CNR of microcalcifications for DBT.\textsuperscript{36,47} Specifically, the utility of this method was demonstrated through the calculation of CNR of a two dimensional (2D) projection image in a uniform field for a 1 mm thin slice with microcalcifications. The 1 mm slice width represents the typical focal plane spacing between reconstructed DBT images. The x-ray exposure of a single DBT projection was used in the calculation. It should be noted that 3D image reconstruction is not currently included in our model. However, we believe that the calculated CNR using this simple approach can provide useful information for DBT micro calcification detection without operating a DBT scan and image reconstruction.

To simulate the 3D reconstructed image quality for DBT, additional information of detector performance at various angles, image reconstruction, and ray tracing techniques is needed. This topic is beyond the scope of this paper, but could be an interesting research direction in the future work as an extension of this paper.

The CNR calculation includes both the object contrast information and the detector performance extracted from cascaded system analysis. Based on the Rose model, the CNR can be expressed as

\[ \text{CNR} = \frac{d_b - d_m}{\sigma_b} = C \cdot \frac{d_b}{\sigma_b} = C \cdot \text{SNR}_d, \]  \( \text{Eq. (19)} \)

where \( d_b \) and \( d_m \) are the pixel signal for background (breast tissue) and object (microcalcifications), \( \sigma_b \) is the standard deviation of the background signal, and \( C = (d_b - d_m)/d_b \) is the contrast of object in surrounding background. \( \text{SNR}_d \) [Eq. (17)] as a function of \( K_a \) was extracted from cascaded system analysis.

The object contrast for microcalcifications can be described by
where \((\mu/\rho)_b\) and \((\mu/\rho)_m\) are the energy-dependent mass attenuation coefficients for breast tissue and microcalcifications, \(\rho_b\) (0.93–1.04 g/cm\(^3\) for glandular fraction from 0% to 100%) and \(\rho_m\) (1.54 g/cm\(^3\)) are the densities of breast and microcalcifications, \(t_b\) is the thickness of the breast slice (1 mm), and \(t_m\) is the thickness of microcalcifications. The object contrast and consecutively CNR depend on the material attenuation coefficients and object thickness, but not related to the object area.

Sometimes the image quality is also described by the image SNR (SNR\(_i\)). \(^{46,47}\)

\[
\text{SNR}_i = \sqrt{n} \cdot \text{CNR},
\]

where \(n\) is the number of pixels fully covered by the object. In the optimal case where the object is perfectly aligned with the pixel (i.e., no pixel is partially covered by the object), \(n\) can be determined by the number of pixels covered by the object. However, if the object is located in between the pixels (i.e., some of pixels are partially covered), \(n\) is effectively reduced. CMOS APS x-ray imagers with a small pixel pitch can achieve a larger \(n\) and consecutively SNR\(_i\), for a particular object of interest. In this paper, to be consistent with a previous study, \(^{22}\) CNR instead of SNR\(_i\) was used to describe image quality of microcalcifications.

A simulated x-ray spectrum (\(\Phi_b(E)\)) for a combination of \(W\) anode and 0.05 mm Rh filtration (28 kVp) was used. \(^{49,50}\) Note that \(\Phi_b(E)\) considers the incident x-ray spectrum at the breast skin surface, while \(\Phi(E)\) as discussed in Sec. 2.C represents the x-ray spectrum at the detector surface attenuated by 1.4 mm external Al filtration.

### 2.E. MGD for DBT

It is known that current MGD for a single view DBT is similar to that of 2D digital mammography. \(^4\) The MGD calculation for DBT can be considered as an extension of the established 2D method. \(^{51-55}\) Sechopoulos \textit{et al.} reported the total MGD for a complete DBT scan as \(^{51}\)

\[
\text{MGD} = X \cdot D_s N_0 \cdot \sum_{\alpha} RGD(\alpha),
\]

where \(X\) is the breast surface exposure in roentgen (R) per projection, \(D_s N_0\) is the normalized glandular dose in mGy/R for the zero degree projection (vertical to the detector), and RGD(\(\alpha\)) is the relative glandular dose coefficient at each projection angle \(\alpha\).

The breast surface exposure is calculated from the detector surface air kerma by

\[
X = \frac{\int_{0}^{\text{E}_{\text{max}}} \Phi_b(E) \cdot \xi(E)^{-1} \cdot dE}{0.00876 \times \int_{0}^{\text{E}_{\text{max}}} \Phi_b(E) \cdot \xi(E)^{-1} \cdot \exp\left[-(\mu/\rho)_b \rho_b t_b\right] \cdot dE},
\]

where \(\xi(E)^{-1}\) is the exposure per x-ray fluence, \(^{34}\) and \(t_b\) is the thickness of the compressed breast. The factor 0.00876 was used to convert the x-ray exposure unit from gray to roentgen. Here, we assume that the \(K_d\) for each projection is equivalent to the \(K_d\) for each slice of DBT image. To simplify the calculation, we fixed the x-ray spectrum \(\Phi_b(E)\) for 28 kVp. (In the clinical use, the tube voltage may vary for different breast thicknesses.\(^{47}\))

The normalized glandular dose for mammography and tomosynthesis has been reported for specific x-ray spectra for various anode/filtration combinations. \(^{52-54}\) Boone reported that the \(D_s N_0\) values can be extracted from any arbitrary x-ray spectrum by the following expression \(^{55}\):

\[
D_s N_0 = \frac{\int_{0}^{\text{E}_{\text{max}}} \Phi_b(E) \cdot \xi(E)^{-1} \cdot dE}{\int_{0}^{\text{E}_{\text{max}}} \Phi_b(E) \cdot \xi(E)^{-1} \cdot dE},
\]

where \(D_s N(E)\) stands for the monoenergetic normalized glandular dose. In this work, \(D_s N(E)\) and thus \(D_s N_0\) can be calculated using the parameters tabulated by Boone \(^{55}\).

For our MGD calculation, a DBT scan angle of 15°(±7.5°) and a projection number of 15 were chosen to be consistent with a FDA approved Hologic Selenia Dimensions system. \(^{12}\) At each projection angle \(\alpha\), RGD(\(\alpha\)) for a craniocaudal (CC) view was computed using the parameters provided by Sechopoulos \textit{et al.} \(^{51}\) The MGD for a mediolateral oblique (MLO) view was not evaluated in this work.

### 3. RESULTS

#### 3.A. Imaging performance of the Dexela 2923 MAM CMOS APS x-ray imager

Figure 3 shows the experimental and fitted data of system MTF for Dexela 2923 MAM CMOS APS x-ray imager. The exponential decay function provides a good fitting to measured system MTF within the Nyquist frequency region (<6.7 lp/mm\(^{-1}\)). Data for both HFW and LFW modes were collected using the method described in Sec. 2.A. The detector was tested using both a broadband x-ray radiation with a 150 \(\mu\)m CsI:Tl scintillator and a monochromatic synchrotron radiation with a 200 \(\mu\)m CsI:Tl scintillator. \(^{18,19}\) The broadband x-ray radiation shows a lower MTF curve compared to the monochromatic synchrotron radiation, even though the CsI:Tl thickness is thinner. Konstantinidis \textit{et al.} demonstrated using monochromatic synchrotron radiation that MTF slightly changes as a function of energy, when the used x-ray energy is below the CsI:Tl K-absorption edge (33.2 keV for I and 36 keV for Cs). \(^{19}\) The difference in MTF can be related to the variation of broadband and monochromatic synchrotron spectra and different origins of the CsI:Tl scintillators.
Fig. 3. Measured and fitted MTF for Dexela 2923 MAM CMOS APS x-ray imager using a broadband x-ray radiation with a 150 μm CsI:Tl scintillator and a monochromatic synchrotron radiation with a 200 μm CsI:Tl scintillator. Results for both HFW and LFW modes are shown.

Figures 4 and 5 show the experimental data adopted from Ref. 18 and simulated data of NNPS and DQE parameters for the Dexela 2923 MAM CMOS APS x-ray imager using a clinical broadband x-ray radiation of 28 kVp for HFW and LFW modes, respectively. In both cases, a DQE of greater than 0.7 and ~0.3 can be achieved at a low spatial frequency of 0.5 lp/mm [DQE(0.5)] and Nyquist frequency of 6.7 lp/mm [DQE(f_Nyq)], respectively.

Without signal nonlinearity, the simulated DQE (for both HFW and LFW modes) at zero spatial frequency [DQE(0)] saturates at a value of ~0.65 at K_a > 60 μGy, which is lower than the experimental results (>0.7). On the other hand, the simulated DQE with signal nonlinearity fits well the experimental data at low spatial frequencies (<3 lp/mm). The small variation is mainly due to the measurement errors. At the same time, we recognize that there is a deviation of ~19% between experimental and simulated DQEs at spatial frequencies >61 p/mm, which can originate from underestimated electronic noise and neglected FOP blurring stage in the simulation. These deviations have no impact on the analysis presented in this paper.

The K_a for the HFW mode (from 1.69 to 118.9 μGy) covers a wide range; this is possible due to a high full well capacity (1.6 x 10^6 e^-) and a high dynamic range [73 decibels (dB)]. However, at DBT K_a levels (1.69 and 7.34 μGy), the DQE values for HFW mode are low, due to the high electronic noise (360 e^-). Even though the dynamic range of LFW mode is lower (69 dB), higher DQE values can be achieved for K_a from 1.69 to 60.1 μGy, which is suitable for DBT application. Therefore, based on this study, we suggest that the LFW mode should be used for a low dose clinical application such as DBT, while the HFW mode is suitable for digital mammography, since it can detect larger signals.
Fig. 6. Experimental (symbols) and simulated (lines) data of NNPS and DQE parameters for the Dexela 2923 MAM CMOS APS x-ray imager (HFW mode) under monochromatic synchrotron radiation of 17 keV.

Figures 6 and 7 show the experimental data adopted from a previous study\(^{19}\) and simulated data of NNPS and DQE parameters for the Dexela 2923 MAM CMOS APS x-ray imager using monochromatic synchrotron radiation of 17 keV under HFW and LFW modes, respectively. \(K_a\) levels from 29.7 to 227.1 \(\mu\)Gy and from 12.8 to 60.6 \(\mu\)Gy were used for HFW and LFW modes, respectively, which corresponds to digital mammography. The DQE at low frequencies increases as a function of \(K_a\), which indicates existence of signal nonlinearity.

Taking into account the signal nonlinearity, a negligible deviation (around 5%) between simulated and experimental measured DQEs at spatial frequencies <1 lp/mm was achieved. We still observed a deviation of about 10% for at high spatial frequency (>5 lp/mm) region. The results show that DQE(0.5) and DQE\((f_{Nyq})\) are ~0.8 and ~0.4, respectively.

3.B. CNR of microcalcifications

The extracted SNR\(_d\) from the cascaded system analysis can be used to calculate the image quality of microcalcifications described by the CNR [Eq. (19)]. For clinical use, the broadband x-ray radiation of 28 kVp was used and the Dexela 2923 MAM CMOS APS x-ray imager should be operated in the LFW mode. Figure 8 shows the calculated CNR of microcalcifications with diameters of 165, 230, and 400 \(\mu\)m at various MGDs using Eqs. (19), (20), and (22)–(24). The selected microcalcification sizes correspond to a commercial BR3D phantom (CIRS, USA) with a thickness of 5 cm and a glandular fraction of 50\%\(^{22}\). For x-ray imaging, a minimum CNR of around 3–5 is required to distinguish an object of interest from surrounding background.\(^{4}\) Park et al. reconstructed the microcalcification images [BR3D phantom

Fig. 7. Experimental (symbols) and simulated (lines) data of NNPS and DQE parameters for the Dexela 2923 MAM x-ray imager (LFW mode) under monochromatic synchrotron radiation of 17 keV.

Fig. 8. Calculated CNR of 165, 230, and 400 \(\mu\)m microcalcifications using the Dexela 2923 MAM CMOS APS x-ray imager at MGD up to 3 mGy. A broadband x-ray radiation with tube voltage of 28 kVp was used for this calculation.
(CIRS, USA) collected using the Dexela 2923 MAM CMOS APS x-ray imager. Their result shows that a CNR of around 10 is sufficient to achieve good image quality of microcalcifications. In current study, a threshold CNR of 10 was also selected. As shown in Fig. 8, the MGDs required to classify microcalcifications of 165, 230, and 400 µm in an average breast (5 cm, 50% glandularity) using the Dexela 2923 MAM CMOS APS x-ray imager are 1.0, 0.6, and 0.3 mGy, respectively.

To distinguish smaller microcalcifications than 165 µm, the aliasing effect needs to be considered. The signal aliasing occurs when the image contains signal power at spatial frequencies higher than the Nyquist frequency determined by the detector pixel pitch (1/2pix). Such signal would be mirrored or folded at lower spatial frequencies within the Nyquist frequency limit, causing signal artifacts. Hence, the minimum size of microcalcifications that can be detected without aliasing using the investigated CMOS APS x-ray imager is ~150 µm. However, smaller microcalcification detection is desirable, because it can indicate earlier phases of breast cancer and may lead to an immediate interventional procedure. However, to detect microcalcifications with dimensions ranging from 100 to 150 µm, CMOS APS x-ray imager with both a reduced pixel pitch (<50 µm) and a lower electronic noise (<100 e−) has to be used. The impact of electronic noise on CNR is discussed next.

### 3.C. Impact of electronic noise on CNR

The main advantage of CMOS APS x-ray imagers is the low electronic noise of, e.g., 165 e− (Dexela 2923 MAM, LFW mode) in comparison to 1000–2000 e− for conventional a-Si:H TFT PPS x-ray imagers. The significant electronic noise reduction can lead to improved SNR and consequently CNR. To investigate the impact of electronic noise on CNR, we calculated the CNR by varying σadd.

Figure 9 shows the calculated CNR of 165 µm microcalcifications using the Dexela 2923 MAM CMOS APS x-ray imager at MGD up to 3 mGy (broadband radiation, 28 kVp). Pixel pitches and all other parameters for cascaded system analysis were kept the same. The noise values of 800 and 1500 e− shown in Fig. 9 correspond to proposed amorphous In–Ga–Zn–O (a-IGZO) TFT APS and indirect a-Si:H PPS x-ray imagers, respectively. The direct a-Se PPS system was not considered in this work. It is shown that CNR decreases for a higher electronic noise at a given MGD value. We can observe that for CNR equal to 10, the required MGDs to distinguish 165 µm microcalcifications are reduced from 2.4 to 1.0 mGy for σadd of 1500 and 165 e− (Dexela 2923 MAM, LFW mode), respectively. In other words, if the electronic noise is high (>1000 e−), it is difficult to distinguish small microcalcifications with size of ~165 µm.

The required MGDs to distinguish microcalcifications from 165 to 400 µm using x-ray imagers with various electronic noises are summarized in Fig. 10. It is shown that to classify smaller microcalcifications, a higher MGD is required. It is also observed that the low electronic noise of CMOS APS x-ray imagers can reduce the MGD to below 1 mGy in comparison to detectors with a higher noise (such as a-Se or a-Si:H PPS x-ray imagers).

Park et al. measured the CNR of microcalcifications (165, 230, and 400 µm) from the reconstructed DBT images using the Dexela 2923 MAM CMOS APS x-ray imager at 30 kVp and MGD of 2.0 mGy. Lu et al. also extracted the CNR of larger microcalcifications (240, 320, and 540 µm) from the reconstructed images using a General Electric (GE) GEN2 DBT prototype system based on CsI:Tl/a-Si:H PPS (pixel pitch of 100 µm) at 29–33 kVp and MGD of 2.5 mGy. The two sets of experimental CNR data and examples of reconstructed images adopted from Refs. 22 and 59 are shown in Fig. 11. As expected, in comparison to the GE GEN2 a-Si:H based PPS x-ray imager, the CNR values achieved by the Dexela 2923 MAM CMOS APS x-ray imager are higher (by around 10) due to its low electronic noise. By directly

![Figure 9](image9.png)  
**Fig. 9.** Calculated CNR of 165 µm microcalcifications using the Dexela 2923 MAM CMOS APS x-ray imager at MGD up to 3 mGy (broadband x-ray radiation, 28 kVp). For comparison purpose, the influence of electronic noise (800−1500 e−) on CNR is also shown.

![Figure 10](image10.png)  
**Fig. 10.** Required MGD to classify microcalcifications with various sizes using x-ray imagers with different electronic noises. The broadband x-ray radiation of 28 kVp was used in the calculation.
observing the reconstructed images reported by Park et al.\textsuperscript{22} and Lu et al.,\textsuperscript{39} one can tell that 165 \( \mu \)m microcalcifications are still detectable using the Dexela 2923 MAM CMOS APS x-ray imager at MGD of 2.0 mGy, while 240 \( \mu \)m microcalcifications can be detected using the Dexela 2923 MAM CMOS APS x-ray imager at an even higher MGD of 2.5 mGy. Therefore, smaller microcalcifications can be detected using studied CMOS APS x-ray imager at lower dose. From Fig. 11, we can speculate that it would be very difficult for microcalcifications less than 200 \( \mu \)m to be detected using the conventional a-Si:H based PPS x-ray imager. Using a direct a-Se x-ray imager, Hu and Zhao\textit{ et al.} demonstrated that it is possible to improve the visibility of small microcalcifications (<200 \( \mu \)m) by applying a nonuniform dose distribution in combination with a reconstruction slice thickness filter.\textsuperscript{60} However, to our best knowledge, the CNR of microcalcifications extracted using the market dominating a-Se based systems is not clearly documented in the literature.

The calculated CNR values based on the proposed model are also shown in Fig. 11. The results are close to the experimental data within experimental errors. The deviation between the calculated and experimental CNR values may originate from the neglected additional noise component generated during image reconstruction and the 2D nature of CNR calculation. However, we believe that the proposed simple model can quickly provide useful information to predict the image quality for DBT without operating a complete DBT testing and image reconstruction.

4. DISCUSSION AND CONCLUSION

A CMOS APS x-ray imager with a 75 \( \mu \)m pixel pitch was characterized and modeled in this work. The Dexela 2923 MAM CMOS APS x-ray imager can operate in both HFW and LFW modes. Based on both experimental data and modeling results, the LFW mode should be used for a low dose application such as DBT due to a large conversion gain of 0.026 DN/e\textsuperscript{-} and a low electronic noise of 165 e\textsuperscript{-}. The obtained noise value is much smaller than that of typical direct a-Se and indirect a-Si:H PPS x-ray imagers, which is more than 1000 e\textsuperscript{-}. Both broadband x-ray radiation and monochromatic synchrotron radiation were evaluated and modeled in this work. The measured DQE value for broadband x-ray radiation is slightly smaller in comparison to a monochromatic synchrotron radiation due to a lower scintillator quantum gain (absorption). For clinical use, a broadband radiation of around 28 kVp should be used. For LFW mode under broadband radiation of 28 kVp, DQE(0.5) and DQE(Nyq) of more than 0.7 and ~0.3 were achieved.

To evaluate the reconstructed image quality of microcalcifications, we calculated the CNR of microcalcifications with various sizes. It is shown that microcalcifications of 165, 230, and 400 \( \mu \)m in size can be resolved by studied x-ray imager using a MGD of 1.0, 0.6, and 0.3 mGy, respectively. The required MGDs can be reduced to smaller than 1 mGy for an average breast compared to other x-ray imagers (such as a-Si:H based PPS and a-IGZO TFT APS x-ray imagers) having much higher electronic noise values. In comparison to a GE GEN2 prototype DBT x-ray imager (at MGD of 2.5 mGy), the investigated CMOS APS x-ray imager shows an improved CNR and visibility for microcalcifications below 200 \( \mu \)m at a lower MGD (2.0 mGy).

To detect smaller objects ranging from 100 to 150 \( \mu \)m, CMOS APS x-ray imagers with smaller pixel pitch and even lower noise levels must be developed in the near future. Also, impacts of image reconstruction methods on reconstructed image quality should be studied in more detail.
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APPENDIX A: 3-T ACTIVE PIXEL SENSOR OPERATION PRINCIPLE

A typical CMOS APS x-ray sensor (e.g., Dexela 2923 MAM) is based on a 3-T pixel circuit in combination with a c-Si PD. The typical c-Si photodiode is simply based on an n\textsuperscript{-}–p junction. A constant bias \( V_{DD} \) is applied to the drain of \( T_{RST} \), while the p-substrate (or p-epitaxial layer) and, thus, the p\textsuperscript{-}-well of the n\textsuperscript{-}–p junction are grounded.

During the initial reset period \([t_{reset} \text{ as shown in Fig. 2(b)}]\), the \( T_{RST} \) is ON and the imager is in dark ambient. The high voltage \( V_{DD} \) is applied to the n\textsuperscript{-}-well through the inversion channel of the \( T_{RST} \) and \( V_{PD} \) is reset to \( V_{DD} \). Since the p\textsuperscript{-}-
well is grounded, the n⁺-p junction is reversed biased by \( V_{DD} \) and a depletion region is formed mainly in the p⁺-well. The dark current density of the n⁺-p diode can be described by a combination of diffusion, thermal generation, and surface recombination current components,

\[
J_{\text{dark}} = \frac{q D_n n_i^2}{L_n N_A} + \frac{q n_i W_D}{\tau_s} + \frac{1}{2} q n_i s_o, \tag{A1}
\]

where \( N_A \) is the doping concentration of the p⁺-well, \( D_n \) and \( L_n \) are the diffusivity and diffusion length for electrons, \( n_i \) is the intrinsic carrier density, \( W_D \) is the depletion width, \( \tau_s \) is the generation lifetime, and \( s_o \) is the surface recombination rate. The first term represents the diffusion dark current by the minority carriers across the depletion region; the second term is the thermal generation current by the space charge in depletion region; and the third term corresponds to the surface recombination current.

During the integration period, \( t_{\text{int}} \) is used with integration time of \( t_{\text{int}} \) (\( \sim 10 \) ms for DBT). As discussed in Sec. 2, the x-rays generate optical photons in the scintillator. The impinging photons generate e⁻-h pairs inside the photodiode depletion region which are separated into carriers by the electric field. Then, electrons are collected by the n⁺-well, while the holes are removed from p⁺-well through p⁻ substrate to GND. The stored charge in the n⁺-well decreases the potential \( V_{PD} \) below \( V_{DD} \). The potential of n⁺-well \( V_{PD} \) is given by

\[
V_{PD} = V_{DD} - \frac{J_{\text{photo}} A_{PD} t_{\text{int}}}{C_{PD}}, \tag{A2}
\]

where \( J_{\text{photo}} \) is the photocurrent density; \( A_{PD} \) is the area of photodiode \((75 \times 75 \times 0.84 \ \mu\text{m}^2 \text{ for Dexion MAM x-ray imager}) \); \( C_{PD} \) is the pixel capacitance (estimated to be in the range of 27–81 fF), which can be described by the product of c-Si permittivity and \( A_{PD} \) divided by depletion width of photodiode p–n junction; and \( t_{\text{int}} \) is the integration time.

If we neglect the dark current terms, the photocurrent of c-Si photodiode is given by

\[
J_{\text{photo}} = q \cdot \Phi_4 \cdot \frac{(1 - R)}{h v_m} \left[ 1 - \frac{\exp(-\alpha W_D)}{1 + \alpha L_n} \right], \tag{A3}
\]

where \( \alpha \) is the absorption coefficient \((\text{in cm}^{-1}) \) of c-Si, \( W_D \) is the depletion width of n⁺-p junction, \( R \) is the total reflectance of the FOP/SiO₂ interface and SiO₂/Si interface, \( h v_m \) is the mean photon energy of the optical emission spectrum, and \( \Phi_4 \) is the mean incident light intensity. Example of the driving schemes of the reset and integration stages is shown in Fig. 2(b).

The parameter EQE determines the ratio of the number of collected carriers by photodiode to the number of the incident photons, which is given by

\[
\text{EQE} = \frac{h v_m}{q} \cdot \frac{J_{\text{photo}}}{\Phi_4} = (1 - R) \left[ 1 - \frac{\exp(-\alpha W_D)}{1 + \alpha L_n} \right]. \tag{A4}
\]

To achieve a large EQE, the total reflectance \( R \) has to be minimized, and the product of \( \alpha W_D \) needs to be maximized.

After the reset and integration stages, the signal \( (V_{PD}) \) is readout through \( T_{SF} \) and \( T_{SEL} \) to the readout electronics. During readout period, both \( T_{SEL} \) and the column bias transistor \( T_{B\text{BIAS}} \) are turned ON. The readout time is \( t_{\text{read}} \) as shown in Fig. 2(b). The readout electronics can be simplified to a column storage capacitor \( (C_{COL}) \) and an operational amplifier (op-amp).\(^{61,64} \)

The output current following through \( T_{SF} \) and \( T_{SEL} \) charges up the column storage capacitor \( C_{COL} \). The voltage on the column storage capacitor \( (V_{COL}) \) is amplified and read as the output voltage \( V_{OUT} \). \( T_{B\text{BIAS}} \) is biased such that it works in the saturation region and its drain-to-source current \( I_{B\text{BIAS}} \) is given by

\[
I_{B\text{BIAS}} = \frac{1}{2} \left( \frac{W}{L} \right)_{\text{BIAS}} \mu_n C_{ox} (V_{G,BIAS} - V_{T,BIAS})^2, \tag{A5}
\]

where \( \left( \frac{W}{L} \right)_{\text{BIAS}} \) is the channel width over length \( T_{B\text{BIAS}} \). \( \mu_n \) is the electron mobility, \( C_{ox} \) is the oxide capacitance per unit area, \( V_{G,BIAS} \) is the gate voltage, and \( V_{T,BIAS} \) is the threshold voltage of \( T_{B\text{BIAS}} \).

Neglecting the on-resistance of \( T_{SEL} \), the output current of APS pixel \( I_{OUT} \) is determined by the gate-to-source voltage of \( T_{SEL} \). Since \( T_{SF} \) is operating in saturation region \((V_{DD} > V_{PD} > V_{T,RST})\), the total pixel output current can be expressed as

\[
I_{B\text{BIAS}} + C_{COL} \frac{dV_{COL}}{dt} = \frac{K_{SF}}{2} (V_{PD} - V_{T,BIAS} - V_{COL})^2, \tag{A6}
\]

where \( V_{T,BIAS} \) is the threshold voltage of \( T_{SF} \), and \( K_{SF} \) is given by

\[
K_{SF} = \left( \frac{W}{L} \right)_{SF} \mu_n C_{ox}, \tag{A7}
\]

where \( \left( \frac{W}{L} \right)_{COL} \) is the transistor channel width over length of \( T_{COL} \). \( V_{COL} \) as a function of readout time \( t \) is given by

\[
V_{COL}(t) = V_{PD} - V_{T,BIAS} - \beta \left( \frac{\exp \left( \frac{1}{\alpha} \frac{K_{SF}}{C_{COL}} I_{B\text{BIAS}} \right)}{1 - \frac{1}{\alpha} \frac{K_{SF}}{C_{COL}} I_{B\text{BIAS}}} \right), \tag{A8}
\]

where \( \alpha = V_{PD} - V_{T,BIAS} - V_{COL}(0) \) and \( \beta = \sqrt{2} I_{B\text{BIAS}} / K_{SF} \). For sufficient long readout time, \( V_{COL} \) is saturated and the CMOS APS output voltage \( V_{OUT} \) is given by

\[
V_{OUT} = \gamma V_{COL}(\infty) = \gamma (V_{PD} - V_{T,BIAS} - \beta), \tag{A9}
\]

where \( \gamma \) is the voltage gain of the op-amp given by \( V_{OUT}/V_{COL} \).

The conversion gain (in volts/electron) of the APS pixel and readout electronics is given by the derivative of \( V_{OUT} \) to the total number of input charges \( (Q_{IN}/q) \).

\[
G = \frac{\partial V_{OUT}}{\partial Q_{IN}/q} = \frac{\gamma q}{C_{PD}} \frac{\partial V_{OUT}}{\partial V_{PD}} = \gamma q / C_{PD}. \tag{A10}
\]

Assuming that \( \gamma = 10 \) and \( C_{PD} \) is from 27 to 81 fF, the estimated conversion gain \( G \) is in the range of 20–59 \( \mu \text{V/e}^- \). It may be observed that the conversion gain is inversely proportional to the capacitance of photodiode. In the ideal case, the conversion gain is not dependent on semiconductor carrier mobility using the readout electronics as shown in Fig. 2. Therefore, to achieve a large conversion gain, the photodiode capacitance needs to be reduced. But when we reduce \( C_{PD} \), the number of collected carrier is also reduced. Hence, we need to reach a compromise between \( C_{PD} \) and photodiode area. In reality, \( C_{PD} \) is not a constant but dependent on \( V_{PD} \). Therefore, \( G \) is also a function of \( V_{PD} \), which will result in signal nonlinearity.

Finally, an analog-to-digital converter (ADC) is used to convert the signal in volts to a DN. It should be noticed that
in modern CMOS APS x-ray imager such as the Dexcela 2923 MAM, the real signal is obtained by subtracting the average dark signal over a number (e.g., Ref. 32) of dark frames.

**APPENDIX B: ELECTRONIC NOISE OF 3-T APS**

We consider that the pixel electronic noise of 3-T CMOS APS x-ray imager consists of the photodiode dark current shot noise, reset (kTC) noise of $T_{\text{RES}}$, thermal and flicker noise of $T_{\text{SF}}, T_{\text{SEL}},$ and $T_{\text{BIAS}},$ and dark fixed pattern noise (FPN).\(^{65-67}\)

Other sources of noise such as op-amp and ADC noise can also contribute to the total read noise. However, it is very difficult to quantify the op-amp noise. We are mainly interested in the input-referred noise (referred to the input sensing node, $V_{\text{PD}}$ as in Fig. 2) in electrons for the cascaded system analysis operated in this paper.

The input-referred photodiode dark current shot noise in $e^-$ is given by

$$\sigma_{\text{dark}} = \sqrt{J_{\text{dark}}A_{\text{PP}}t_{\text{frame}}/q}, \quad (B1)$$

where $J_{\text{dark}}$ (\(~10\, \text{pA/cm}^2\)) is the dark current density of photodiode, $A_{\text{PP}}$ (\(75 \times 75\, \mu\text{m}^2 \times 0.84\)) is the photodiode area, and $t_{\text{frame}}$ (\(200\, \text{ms}\) for DBT considering a readout speed of 5 fps) is the frame time. The calculated $\sigma_{\text{dark}}$ is $\sim 24\, e^-$, which is very small, thanks to a low dark current of photodiode.

The input-referred reset $kTC$ noise in $e^-$ is given by

$$\sigma_{\text{reset}} = \sqrt{kT/C_{\text{PD}}}/\gamma. \quad (B2)$$

For estimated $C_{\text{PD}}$ ranging from 27 to 81 ff for LFW mode, the calculated $\sigma_{\text{reset}}$ is in the range of 66–114 $e^-$. For HFW mode, the $C_{\text{PD}}$ in Eq. (B2) is replaced by the total input capacitance ($C_{\text{S}} + C_{\text{PD}}$) ranging from 85 to 255 ff. The calculated $\sigma_{\text{reset}}$ for HFW mode is in the range of 117–203 $e^-$. The output-referred thermal noise (referred to $V_{\text{COL}}$) in $\mu$V of $T_{\text{SF}}, T_{\text{SEL}},$ and $T_{\text{COL}}$ without considering the op-amp gain ($\gamma$) has been discussed in detail by Tian et al.\(^{66}\)

The input-referred thermal noise in $e^-$ of $T_{\text{SF}}$ ($\sigma_{\text{th},\text{SF}}$), $T_{\text{SEL}}$ ($\sigma_{\text{th},\text{SEL}}$), and $T_{\text{BIAS}}$ ($\sigma_{\text{th},\text{BIAS}}$) can be derived by multiplying the thermal noise by a factor of $\gamma/G$,

$$\sigma_{\text{th},\text{SF}} = \frac{\gamma}{G} \sqrt{\frac{2kT}{3C_S}} \left(\frac{1}{g_{m,\text{SF}}/g_{d,\text{SEL}}} - \frac{1}{g_{d,\text{SEL}}/g_{m,\text{SF}}}\right), \quad (B3)$$

$$\sigma_{\text{th},\text{SEL}} = \frac{\gamma}{G} \sqrt{\frac{kT}{C_S}} \left(\frac{1}{g_{d,\text{SEL}}/g_{m,\text{SF}}} - \frac{1}{g_{m,\text{SF}}/g_{d,\text{SEL}}}\right), \quad (B4)$$

$$\sigma_{\text{th},\text{BIAS}} = \frac{\gamma}{G} \sqrt{\frac{2kT}{3C_S}} \frac{g_{m,\text{BIAS}}}{g_{d,\text{SEL}} + g_{m,\text{SEL}}}, \quad (B5)$$

where $g_{m,\text{SF}}, g_{d,\text{SEL}},$ and $g_{m,\text{BIAS}}$ represent the transconductance of $T_{\text{SF}},$ channel conductance of $T_{\text{SEL}},$ and transconductance of $T_{\text{BIAS}},$ respectively. For CMOS APS, the input-referred thermal noise is minimized by $G/\gamma$ on the order of $1\, \mu\text{V}/e^-$. Also based on our calculation in Ref. 45, the flicker noise ($\sigma_\gamma$) of transistors (around $20\, e^-$) can also be reduced by $G/\gamma$ and will not be a dominant noise source.

The spatial nonuniformity of CMOS APS array results in the time-independent FPN both in dark (also known as the offset FPN) and under illumination.\(^{56,67}\) One source of offset FPN is originated from the pixel-to-pixel transistor parameter (such as threshold voltage) mismatch. Another source of FPN is the photodiode dark current variation over large area, which is commonly referred to as dark signal nonuniformity ($\sigma_{\text{DSNU}}$).\(^{33,34}\) The FPN under illumination is also called gain FPN or photosponse nonuniformity ($\sigma_{\text{PRNU}}$), which is originated from the conversion gain mismatch of different pixels.$^{10,62}$ Gain FPN is proportional to integration time and depends on the dark FPN (as the offset of FPN under illumination).\(^{65}\) During the NPS measurements described in this paper, the FPN was removed using a gain and offset correction algorithm without introducing propagated uncorrelated noise to the corrected flat images.\(^{68}\)

The total electronic noise can be given by

$$\sigma_{\text{add}}^2 = \sigma_{\text{dark}}^2 + \sigma_{\text{reset}}^2 + \sigma_{\text{th}}^2 + \sigma_{\text{PRNU}}^2 + \sigma_{\text{DSNU}}^2. \quad (B6)$$

The measured $\sigma_{\text{add}}$ for Dexcela 2923 MAM CMOS APS x-ray imager is 360 and 165 $e^-$ for HFW and LFW modes, respectively, which is greater than calculated $\sigma_{\text{add}}$ (119–204 $e^-$ for HFW mode and 70–116 $e^-$ for LFW). The difference between the measured and estimated noise values may come from the sources of thermal noise, flicker noise, FPN, op-amp noise, and ADC noise neglected in the calculation.

To realize even better CMOS APS x-ray imager for DBT with reduced noise value and higher resolution, we suggest that a 4-T CMOS APS x-ray imager with a pinned photodiode (PPD) and CDS readout electronics should be considered in the near future.$^{10,69-71}$ The PPD will be used to suppress the dark current and KTC noise, while the CDS technology can be used to minimize the FPN. However, to realize such new x-ray imagers, an extended x-ray source should be used, which will probably generate additional dose for the patient. Further studies are needed to see if such novel x-ray source in combination with 4-T CMOS APS technology implementation is possible.
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