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X : models/hypotheses
under consideration

Y: possible measurements/experiments

y1(x), y2(x), . . . : information/data
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BIGDATA: An Interactive Approach



Sparse Signals

Re: quick urgent favor  

1 of 2 1/30/11 6:44 PM

Subject: Re: quick urgent favor
From: JP Slavinsky <jps@rice.edu>
Date: Sun, 30 Jan 2011 13:51:00 -0600
To: Robert Nowak <nowak@ece.wisc.edu>
CC: Richard Baraniuk <richb@rice.edu>, Rob Nowak <nowak@eceserv0.ece.wisc.edu>

Here you go.  If you want a shirt image, just copy them from the cafe press link below

On Jan 30, 2011, at 11:33 AM, Robert Nowak wrote:

hi guys,

thanks again for the shirt.  i can't wait to wear it.  in the meantime i thought i might 

make an advert for the shirt

in a talk i have to give tomorrow afternoon.  could one of you send me the original jpg or 

other image that appears

on the shirt?
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J. Haupt, R. Castro and RN (2011), J. Haupt, R. Castro, R. Baraniuk, and RN (2012)
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Humans as Sensors

estimators or 
predictors

answers = bits

Humans are much more reliable and 
consistent at making comparative 
judgements, than in giving numerical 
ratings or evaluations

Bijmolt and Wedel (1995)
Stewart, Brown, and Chater (2005)



Machine Learning from Human Judgements

Recommendation Systems Document Classification

experiments

datascientist

Optimizing Experimentation

labels

Challenge:
Computing is cheap, but human 
assistance/guidance is expensive

Goal: 
Optimize such systems with as little 
human involvement as possible



rule for predicting Y from X

Machine Learning (Passive)
Raw unlabeled data

Labeled data

      expert/oracle
      provides labels

passive learner



rule for predicting Y from X

X2 identical or very similar to X1. . .

no need to ask for label

Active Learning
Raw unlabeled data

      expert/oracle
      provides labels 

active learner

machine requests labels 
    for selected data



Outline

1. Derivative Free Optimization
    using Human Subjects

best linear 
classifier

2. Binary Classification 
    via Active Learning

minimizing a 
convex function

ranking or embedding 
objects in a low-
dimensional space

3. Ranking from 
    Pairwise Comparisons
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Human oracles can provide 
function values or comparisons, 
but not function gradients

convex function to be minimized

Methods that don’t use gradients are called Derivative Free Optimization (DFO)

Optimization Based on Human Judgements



A Familiar Application

better

worse

spherical 
correction

cylindrical 
correction

optimal 
prescription



In the Future... Custom Frame Optimization

optimization dimensions: frame size, material, shape, color, lens tint

better worse



Assume that the answers are probably correct: for some � > 0

P (answer = sign(f(x)� f(y))) � 1

2

+ �

Optimization based on Pairwise Comparisons

The function will be minimized by asking pairwise comparisons of the form:

Is f(x) > f(y) ?

• f(x)

f(y) •

Assume that the (unknown) function f to be optimized

is strongly convex with Lipschitz gradients.



line search iteratively reduces interval containing minimum

Optimization based on Pairwise Comparisons
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Optimization with Pairwise Comparisons
initialize: x0 = random point

for n = 0, 1, 2, . . .

1) select one of d coordinates uniformly at random

and consider line along coordinate that passes xn

2) minimize along coordinate using pairwise

comparisons and binary search

3) xn+1 = approximate minimizer
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Optimization based on Pairwise Comparisons
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split intervals [y�0 , y0] and [y0, y
+
0 ] and compare

function values at these points with f(y0)
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line search iteratively reduces interval containing minimum

Optimization based on Pairwise Comparisons
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line search iteratively reduces interval containing minimum

Optimization based on Pairwise Comparisons
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Optimization with Pairwise Comparisons
initialize: x0 = random point

for n = 0, 1, 2, . . .

1) select one of d coordinates uniformly at random

and consider line along coordinate that passes xn

2) minimize along coordinate using pairwise

comparisons and binary search

3) xn+1 = approximate minimizer



line search iteratively reduces interval containing minimum

Optimization based on Pairwise Comparisons
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Optimization with Pairwise Comparisons
initialize: x0 = random point

for n = 0, 1, 2, . . .

1) select one of d coordinates uniformly at random

and consider line along coordinate that passes xn

2) minimize along coordinate using pairwise

comparisons and binary search

3) xn+1 = approximate minimizer



each line search requires

1
2 log(

d
✏ ) comparisons

) total of n ⇡ d log

1
✏ log

d
✏ comparisons

) ✏ ⇡ exp

�
�

p
n
d

�

Noiseless Case:

line searches require

�
d
✏

�2
comparisons

) ✏ ⇡
q

d3

n

Unbounded Noise (� / |f(x)� f(y)|):

If we want error := E[f(xk)� f(x

⇤
)]  ✏,

we must solve k ⇡ d log

1
✏ line searches

(standard coordinate descent bound) and

each must be at least

p
✏
d accurate

Convergence Analysis

take majority vote of repeated

comparisons to mitigate noise

P (answer = sign(f(x)� f(y))) � 1
2

+ �

Noisy Case: probably correct answers to comparisons:

Bounded Noise (� � �0 > 0):

) ✏ ⇡ exp

�
�

p
n

d C

�line searches require C log

d
✏ comparisons,

where C > 1/2 depends on �0



+✏�✏

with ✏ ⇠ n�1/4

• KL Divergence = constant

• squared distance between minima ⇠ n�1/2

For unbounded noise, � / |f(x)� f(y)|, Kullback-Leibler Divergence

between response to f0(x) > f0(y)? vs. f1(x) > f1(y)? is O(✏4),
and KL Divergence between n responses is O(n✏4)

matches O(n�1/2
) upper bound of algorithm

) P
�
f(xn)� f(x

⇤
) � n

�1/2
�
� constant

Lower Bounds

f0(x) = |x + ✏|2 f1(x) = |x� ✏|2

l
x

l
y
l l

Jamieson, Recht, RN (2012)



suppose we can obtain noisy function

evaluations of the form: f(x) + noise

A Surprise
Could we do better with function evaluations (e.g., ratings instead of comparisons)?

x

y z

f(x) = 10

f(z) = 1

f(y) = 9

f(y) < f(x)

f(z) < f(x)
function values seem to provide 
much more information than 
comparisons alone

q
d
n

q
d3

n

Jamieson, Recht, RN (2012)

lower bound on optimization error 
with noisy function evaluations

upper bound on optimization error 
with noisy pairwise comparisons

evaluations give at best a small 
improvement over comparisons

if we could measure noisy gradients (and function is
strongly convex), then O( d

n ) convergence rate is possible Nemirovski et al 2009

see Agrawal, Dekel, Xiao (2010)
for similar upper bounds for function evals
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July 30, 2012

A Runoff Is Down to the Wire in Texas
By ERIK ECKHOLM

HOUSTON — It may be the armadillo days of summer in Texas, but a runoff vote on Tuesday
for the Republican Senate nomination has jolted the party establishment here and around the
country as a magnetic Tea-Party conservative with no elective experience gains momentum
against the chosen candidate of Gov. Rick Perry.

Only a few months ago the longtime lieutenant governor, David Dewhurst, 66, seemed all but
certain to win the nomination, which in Republican-dominated Texas is tantamount to winning
the seat being vacated in November by Senator Kay Bailey Hutchison.

A successful businessman with Romney-esque wealth, Mr. Dewhurst has been allied with Mr.
Perry — himself a favorite of the Tea Party and religious conservatives — as Texas burnished its
reputation as a low-tax, small-government state with rare growth in jobs. Beyond Mr. Perry,
who calls him “a great conservative leader,” Mr. Dewhurst has been endorsed by many party
leaders, big business groups and the farm bureau.

But Mr. Dewhurst won only 45 percent of the votes in the May primary, forcing him into a
runoff against the No. 2 finisher, Ted Cruz, a Harvard-educated lawyer and former state
solicitor general who trailed him by 11 points.

Now, after a bitter and costly campaign, Mr. Cruz, 41, appears to have pulled even or even
nudged ahead, political analysts said, and his campaign has already signaled a profound shift in
Texas politics as frustrated conservative activists rattle the party leadership.

“If Cruz wins, it will be a huge upset and a further indication that the grass roots is a very
powerful force in Texas,” said Tom Pauken, a commissioner of the Texas Workplace
Commission and a former state Republican chairman who has stayed neutral in the race. In one
telling sign of growing divisions, Governor Perry was booed at the state Republican convention
in June when he introduced his “friend” David Dewhurst.

A victory for Mr. Cruz would follow other triumphs for insurgent conservatives in this year’s
primaries, including the toppling of Senator Richard G. Lugar of Indiana by Richard Mourdock
and the defeat of a veteran Republican by Deb Fischer for the Senate nomination in Nebraska.

Binary Classification

Tong and Koller (2001)

unlabeled documents

                          expert/oracle
provides labels to machine learner
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Minimax-Optimal Classification With Dyadic
Decision Trees

Clayton Scott, Member, IEEE, and Robert D. Nowak, Senior Member, IEEE

Abstract—Decision trees are among the most popular types of
classifiers, with interpretability and ease of implementation being
among their chief attributes. Despite the widespread use of decision
trees, theoretical analysis of their performance has only begun to
emerge in recent years. In this paper, it is shown that a new family
of decision trees, dyadic decision trees (DDTs), attain nearly op-
timal (in a minimax sense) rates of convergence for a broad range of
classification problems. Furthermore, DDTs are surprisingly adap-
tive in three important respects: they automatically 1) adapt to
favorable conditions near the Bayes decision boundary; 2) focus
on data distributed on lower dimensional manifolds; and 3) reject
irrelevant features. DDTs are constructed by penalized empirical
risk minimization using a new data-dependent penalty and may
be computed exactly with computational complexity that is nearly
linear in the training sample size. DDTs comprise the first classi-
fiers known to achieve nearly optimal rates for the diverse class
of distributions studied here while also being practical and imple-
mentable. This is also the first study (of which we are aware) to
consider rates for adaptation to intrinsic data dimension and rele-
vant features.

Index Terms—Complexity regularization, decision trees, feature
rejection, generalization error bounds, manifold learning, min-
imax optimality, pruning, rates of convergence, recursive dyadic
partitions, statistical learning theory.

I. INTRODUCTION

DECISION trees are among the most popular and widely
applied approaches to classification. The hierarchical

structure of decision trees makes them easy to interpret and
implement. Fast algorithms for growing and pruning decision
trees have been the subject of considerable study. Theoretical
properties of decision trees including consistency and risk
bounds have also been investigated. This paper investigates
rates of convergence (to Bayes error) for decision trees, an issue
that previously has been largely unexplored.

It is shown that a new class of decision trees called dyadic de-
cision trees (DDTs) exhibit near-minimax optimal rates of con-
vergence for a broad range of classification problems. In partic-
ular, DDTs are adaptive in several important respects.
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Noise Adaptivity DDTs are capable of automatically
adapting to the (unknown) noise level in the neighbor-
hood of the Bayes decision boundary. The noise level
is captured by a condition similar to Tsybakov’s noise
condition [1].

Manifold Focus When the distribution of features happens
to have support on a lower dimensional manifold, DDTs
can automatically detect and adapt their structure to the
manifold. Thus, decision trees learn the “intrinsic” data
dimension.

Feature Rejection If certain features are irrelevant (i.e., in-
dependent of the class label), then DDTs can automati-
cally ignore these features. Thus, decision trees learn the
“relevant" data dimension.

Decision Boundary Adaptivity If the Bayes decision
boundary has derivatives, , DDTs can
adapt to achieve faster rates for smoother boundaries. We
consider only trees with axis-orthogonal splits. For more
general trees, such as perceptron trees, adapting to
should be possible, although retaining implementability
may be challenging.

Each of the preceding properties can be formalized and trans-
lated into a class of distributions with known minimax rate of
convergence. Adaptivity is a highly desirable quality since in
practice the precise characteristics of the distribution are un-
known.

Dyadic decision trees are constructed by minimizing a com-
plexity penalized empirical risk over an appropriate family of
dyadic partitions. The penalty is data dependent and comes from
a new error deviance bound for trees. This new bound is tai-
lored specifically to DDTs and therefore involves substantially
smaller constants than bounds derived in more general settings.
The bound in turn leads to an oracle inequality from which rates
of convergence are derived.

A key feature of our penalty is spatial adaptivity. Penalties
based on standard complexity regularization (as represented by
[2]–[4]) are proportional to the square root of the size of the
tree (number of leaf nodes) and apparently fail to provide op-
timal rates [5]. In contrast, spatially adaptive penalties depend
not only on the size of the tree, but also on the spatial distribu-
tion of training samples as well as the “shape” of the tree (e.g.,
deeper nodes incur a smaller penalty).

Our analysis involves bounding and balancing estimation and
approximation errors. To bound the estimation error, we apply
well-known concentration inequalities for sums of Bernoulli
trials, most notably the relative Chernoff bound, in a spatially
distributed and localized way. Moreover, these bounds hold for
all sample sizes and are given in terms of explicit, small con-
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Multiscale Poisson Intensity and Density Estimation
Rebecca M. Willett, Member, IEEE, and Robert D. Nowak, Senior Member, IEEE

Abstract—The nonparametric Poisson intensity and density es-
timation methods studied in this paper offer near minimax conver-
gence rates for broad classes of densities and intensities with arbi-
trary levels of smoothness. The methods and theory presented here
share many of the desirable features associated with wavelet-based
estimators: computational speed, spatial adaptivity, and the capa-
bility of detecting discontinuities and singularities with high reso-
lution. Unlike traditional wavelet-based approaches, which impose
an upper bound on the degree of smoothness to which they can
adapt, the estimators studied here guarantee nonnegativity and
do not require any a priori knowledge of the underlying signal’s
smoothness to guarantee near-optimal performance. At the heart
of these methods lie multiscale decompositions based on free-knot,
free-degree piecewise-polynomial functions and penalized likeli-
hood estimation. The degrees as well as the locations of the poly-
nomial pieces can be adapted to the observed data, resulting in
near-minimax optimal convergence rates. For piecewise-analytic
signals, in particular, the error of this estimator converges at nearly
the parametric rate. These methods can be further refined in two
dimensions, and it is demonstrated that platelet-based estimators
in two dimensions exhibit similar near-optimal error convergence
rates for images consisting of smooth surfaces separated by smooth
boundaries.

Index Terms—Classification and Regression Tree (CART) al-
gorithm, complexity regularization, nonparametric estimation,
piecewise-polynomial approximation, platelets, wavelets.

I. DENSITY AND POISSON INTENSITY ESTIMATION

POISSON intensity estimation is a vital task in a variety
of critical applications, including medical imaging, astro-

physics, and network traffic analysis. Several multiresolution
methods for estimating the time- or spatially varying intensity
of a Poisson process in these and other applications have been
presented in the literature [1]–[3], generating wide interest
[4]–[6]. Experimental results suggest that these methods can
produce state-of-the-art results, but until now there has not been
a thorough analysis of the theoretical underpinnings of these
methods. This paper addresses this gap by casting the Poisson
intensity estimation problem in a density estimation frame-
work. Not only does this allow us to theoretically characterize
multiscale methods for photon-limited imaging applications,
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but it also leads to a general framework for univariate and
multivariate density estimation which both performs well in
practice and exhibits several important theoretical properties.
Accurate and efficient density estimation is often a fundamental
first step in many applications, including source coding, data
compression, statistical learning, and signal processing.

The primary contributions of this paper are twofold: 1) a the-
oretical characterization of photon-limited (Poisson) image pro-
cessing tools, and 2) a data-adaptive multiscale density estima-
tion method with several advantages over traditional wavelet-
based approaches. These theoretical results will be supported
with a number of experiments which demonstrate that our tech-
niques can frequently outperform the best known wavelet-based
techniques. The performance improvement is due to two key
factors: 1) the ability of our method to adapt not only to singu-
larities or discontinuities in the underlying intensity but also to
arbitrary degrees of smoothness, and 2) the ability of our method
to adapt to boundaries and edge structures in image data.

The approach studied in this paper involves using penalized
likelihood estimation on recursive dyadic partitions in order to
produce near-optimal, piecewise-polynomial estimates, analo-
gous to the methodologies in [7]–[9]. This results in a multiscale
method that provides spatial adaptivity similar to wavelet-based
techniques [10], [11], with a notable advantage. Wavelet-based
estimators can only adapt to a function’s smoothness up to the
wavelet’s number of vanishing moments; thus, some a priori
notion of the smoothness of the true density or intensity is re-
quired in order to choose a suitable wavelet basis and guarantee
optimal rates. The partition-based method, in contrast, automat-
ically adapts to arbitrary degrees of the function’s smoothness
without any user input or a priori information. (Although the
Meyer wavelet basis has infinitely many vanishing moments,
its applications to density and intensity estimation on compact
sets is unclear because the wavelets are defined in the frequency
domain and have infinite time domain support.) Like wavelet-
based estimators, the partition-based method admits fast estima-
tion algorithms and exhibits near-minimax optimal rates of con-
vergence in many function spaces. The partition-based method
has several additional advantages: estimates are guaranteed to
be positive and the method exhibits rates of convergence within
a logarithmic factor of the parametric rate for certain classes
of densities and intensities. (While some methods (e.g., [12])
produce guaranteed positive density estimates by estimating the
log-density, these methods are akin to fitting piecewise-expo-
nential functions to the density and hence are optimal for dif-
ferent classes of densities.) We elaborate on these points below.

While we focus on a particular class of problems in this paper,
the ideas presented here are very general and simple to extend
to other frameworks. For example, the partition-based technique
could easily be used to find a piecewise-polynomial estimate of
the log of the density or intensity to form piecewise-exponential
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Distilled Sensing: Adaptive Sampling for
Sparse Detection and Estimation

Jarvis Haupt, Member, IEEE, Rui M. Castro, and Robert Nowak, Fellow, IEEE

Abstract—Adaptive sampling results in significant improve-
ments in the recovery of sparse signals in white Gaussian noise.
A sequential adaptive sampling-and-refinement procedure called
Distilled Sensing (DS) is proposed and analyzed. DS is a form of
multistage experimental design and testing. Because of the adap-
tive nature of the data collection, DS can detect and localize far
weaker signals than possible from non-adaptive measurements. In
particular, reliable detection and localization (support estimation)
using non-adaptive samples is possible only if the signal ampli-
tudes grow logarithmically with the problem dimension. Here it is
shown that using adaptive sampling, reliable detection is possible
provided the amplitude exceeds a constant, and localization is pos-
sible when the amplitude exceeds any arbitrarily slowly growing
function of the dimension.

Index Terms—Adaptive sampling, experimental design, multiple
hypothesis testing, sequential sensing, sparse recovery.

I. INTRODUCTION

I N high dimensional multiple hypothesis testing problems
the aim is to identify the subset of the hypotheses that differ

from the null distribution, or simply to decide if one or more of
the hypotheses do not follow the null. There is now a well de-
veloped theory and methodology for this problem, and the fun-
damental limitations in the high dimensional setting are quite
clear. However, most existing treatments of the problem assume
a non-adaptive measurement process. The question of how the
limitations might differ under a more flexible, sequential adap-
tive measurement process has not been addressed. This paper
shows that this additional flexibility can yield surprising and sig-
nificant performance gains.

For concreteness let be an unknown
sparse vector, such that most (or all) of its components are
equal to zero. The locations of the non-zero components are
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arbitrary. This vector is observed in additive white Gaussian
noise and we consider two problems:

Localization: Infer the locations of the few non-zero com-
ponents.
Detection: Decide whether is the all-zero vector.

Given a single, non-adaptive noisy measurement of , a
common approach entails coordinate-wise thresholding of the
observed data at a given level, identifying the number and
locations of entries for which the corresponding observation
exceeds the threshold. In such settings there are sharp asymp-
totic thresholds that the magnitude of the non-zero components
must exceed in order for the signal to be localizable and/or
detectable. Such characterizations have been given in various
contexts in [1]–[3] for the localization problem and [4]–[6] for
the detection problem. A more thorough review of these sorts
of characterizations is given in Section II.

In this paper we investigate these problems under a more flex-
ible measurement process. Suppose we are able to sequentially
collect multiple noisy measurements of each component of ,
and that the data so obtained can be modeled as

(1)

In the above a total of measurement steps is taken, in-
dexes the measurement step, are zero-mean
Gaussian random variables with unit variance, and
quantifies the precision of each measurement. When
we adopt the convention that component was not observed
at step . The crucial feature of this model is that it does not
preclude sequentially adaptive measurements, where the
can depend on past observations .

In practice, the precision for a measurement at location at
step may be controlled, for example, by collecting multiple
independent samples and averaging to reduce the effective ob-
servation noise, the result of which would be an observation de-
scribed by the model (1). In this case, the parameters can
be thought of as proportional to the number of samples collected
at location at step . For exposure-based sampling modalities
common in many imaging scenarios, the precision parameters

can be interpreted as being proportional to the length of
time for which the component at location is observed at step .

In order to make fair comparisons to non-adaptive measure-
ment processes, the total precision budget is limited in the fol-
lowing way. Let be an increasing function of , the di-
mension of the problem (that is, the number of hypotheses under
scrutiny). The precision parameters are required to satisfy

(2)
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Minimax Bounds for Active Learning
Rui M. Castro and Robert D. Nowak, Senior Member, IEEE

Abstract—This paper analyzes the potential advantages and
theoretical challenges of “active learning” algorithms. Active
learning involves sequential sampling procedures that use in-
formation gleaned from previous samples in order to focus the
sampling and accelerate the learning process relative to “passive
learning” algorithms, which are based on nonadaptive (usually
random) samples. There are a number of empirical and theoretical
results suggesting that in certain situations active learning can be
significantly more effective than passive learning. However, the
fact that active learning algorithms are feedback systems makes
their theoretical analysis very challenging. This paper aims to
shed light on achievable limits in active learning. Using minimax
analysis techniques, we study the achievable rates of classification
error convergence for broad classes of distributions character-
ized by decision boundary regularity and noise conditions. The
results clearly indicate the conditions under which one can expect
significant gains through active learning. Furthermore, we show
that the learning rates derived are tight for “boundary fragment”
classes in -dimensional feature spaces when the feature marginal
density is bounded from above and below.

Index Terms—Active learning, adaptive sampling, minimax
lower bounds, statistical learning theory.

I. INTRODUCTION

MOST theory and methods in machine learning focus on
statistical inference based on a sample of independent

and identically distributed (i.i.d.) observations. We call this typ-
ical setup passive learning since the learning algorithms them-
selves have no influence in the data collection process. As wide-
spread as the passive learning model is, in certain situations it is
possible to combine the data collection and analysis processes,
using data previously collected to guide in the selection of new
samples. Sequential sampling strategies of this nature are called
active learning procedures. Active learning can offer significant
advantages over i.i.d. data collection.

To illustrate the idea of active learning, consider the prototyp-
ical example of document classification. Suppose we are given
a text document and want to associate a topic/label to it (e.g.,
finance, sports, nuclear physics, information theory). Our goal
is to devise an algorithm that learns how to perform this task
from examples. That is, we have access to a number of docu-
ments that have been inspected and labeled by an expert (most
likely a human), and the learning algorithm uses these instances
to construct a general labeling rule for documents. In today’s
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world of electronic media, we have a virtually infinite supply
of documents at our fingertips. If the labeled documents in this
scenario are i.i.d. (i.e., collected completely at random), then
this corresponds to the usual passive learning model. However,
labeling documents for training purposes is expensive and time
consuming, and ideally we would like our algorithm to learn to
correctly label documents based on a modest number of labeled
examples. To accomplish this, we would like the algorithm to
automatically select unlabeled documents that it has difficulty
in labeling itself or whose label is potentially very informative,
and then request the correct labels for these documents from
an expert (human). The hope is that as the algorithm learns, it
makes fewer and fewer requests for labels, and in this way, the
total number of labeled documents required for the learning task
may be much smaller than needed if an arbitrary set of labeled
documents were used instead.

Interest in active learning has increased greatly in recent
years, in part due to the dramatic growth of data sets and the
high cost of labeling examples in such sets. There are several
empirical and theoretical results suggesting that in certain
situations active learning can be significantly more efficient
than passive learning [1]–[5]. Many of these results pertain to
the “noiseless” setting, in which the labels are deterministic
functions of the features (e.g., attributes extracted from doc-
uments such as the frequencies of keywords, etc.). In certain
noiseless scenarios, it has been shown that the number of la-
beled examples needed to achieve a desired classification error
rate is much smaller than what would be needed using passive
learning. In fact, for some of those scenarios, active learning
requires only labeled examples to achieve the same
performance that can be achieved through passive learning with

labeled examples [3], [6]–[8]. This exponential speedup in
learning rates is a tantalizing example of the power of active
learning.

Although the noiseless setting is interesting from a theoretical
perspective, it is very restrictive and seldom relevant for prac-
tical applications. Some results have been obtained for active
learning in the “bounded noise rate” setting. In this setting, la-
bels are no longer a deterministic function of the features, rather
for a given feature the probability of one label is significantly
higher than the probability of any other label. In the case of bi-
nary classification, this means that if is a feature-label
pair, where , then
for every in the feature space, with . In other words,

“jumps” at the decision boundary, providing
a very strong cue that active learning algorithms can use. In fact,
this cue is effectively as strong as in the noiseless case. Under
the bounded noise rate assumption it can be shown that results
similar to the ones for the noiseless scenario can be achieved
[4], [9]–[11]. These results are intimately related to coding with
noiseless feedback [12], [13] and active sampling techniques in
regression analysis [10], [13]–[16], where related performance
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Standard approaches assume training data are obtained prior to learning.

However, some examples are more informative than others, so
sequential selection of data can dramatically accelerate learning.

Learning Problem: Consider a binary prediction problem involving a collection

of “classifiers.” Each classifier maps points in the “feature-space” (e.g., Rd
) to

binary labels. The features and labels are governed by an unknown distribution

P . The goal is to select the classifier that minimizes the probability of misclassification

using as few training examples as possible.
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Example 1: To illustrate Lemma 1, consider the special situation in which we are given two points x1, x2 ⇥ X

known to satisfy h�(x1) = +1 and h�(x2) = �1. This allows us to restrict our attention to only those hypotheses

that agree with h� at these points. Let H denote this collection of hypotheses. A depiction of this situation is shown

in Fig. 2, where the solid curves represent the classification boundaries of the hypotheses, and each cell in the

partition shown corresponds to a subset of X (i.e., an element of A). As long as each subset is non-empty, then

the 1-neighborhood graph is connected in this example. The minimization in (1) is achieved by the distribution

P = 1
2�x1 + 1

2�x2 (equal point-masses on x1 and x2) and c�(X ,H) = 0. Lemma 1 implies that there exists a

query (equivalently a partition cell A) where half of the hypotheses take the value +1 and the other half �1. The

shaded cell in Fig. 2 has this bisection property. The figure also shows a dashed path between x1 and x2 that

passes through the bisecting cell.

Fig. 2. An illustration of the idea of GBS. Each solid curve denotes the decision boundary of a hypothesis. There are six boundaries/hypotheses

in this example. The correct hypothesis in this case is known to satisfy h�(x1) = +1 and h�(x2) = �1. Without loss of generality we may

assume that all hypotheses agree with h� at these two points. The dashed path between the points x1 and x2 reveals a bisecting query location.

As the path crosses a decision boundary the corresponding hypothesis changes its output from +1 to �1 (or vice-versa, depending on the

direction followed). At a certain point, indicated by the shaded cell, half of the hypotheses output +1 and half output �1. Selecting a query

from this cell will bisect the collection of hypotheses.

C. Coherence and Query Complexity

The coherence parameter c� quantifies the informativeness of queries. The coherence parameter is optimized over

the choice of P , rather than sampled at random according to a specific distribution on X , because the queries may

be selected as needed from X . The minimizer in (1) exists because the minimization can be computed over the

space of finite-dimensional probability mass functions over the elements of A. For c� to be close to 0, there must

exist a distribution P on A so that the moment of every h ⇥ H is close to zero (i.e., for each h ⇥ H the probabilities

RN. Information Theory, IEEE Transactions on, Vol. 57, No. 12. (December 2011), pp. 7893-7906.

“generalized” binary search is 
similar to classic binary search

Noisy Generalized Binary Search

initialize: p0 uniform over H and ↵ < � < 1/2.
for n = 0, 1, 2, . . .

1) xn = arg minx2X |Ph2H pn(h)h(x)|
2) Obtain noisy response yn

3) Bayes update: 8h

pn+1(h) / pn(h)⇥
⇢

1� � , h(xn) = yn

� , h(xn) 6= yn

hypothesis selected at each step:
b
hn := arg maxh2H pn(h)

... but more in general, depending on complexity of 
optimal decision boundary and noise characteristics



Y := {�1,+1} , labels

Nonparametric Binary Classification

Key Questions: 

1. When can active learning provide reductions in sample complexity?

2. What active learning strategies/policies are optimal?

optimal decision setP(Y = 1|X = x) 1/2-level set is optimal
decision boundary

+1

-1

allowable questions:
is x in the set?

x •

X := feature space, typically Rd

unknown

Castro and N (2008), Raginsky and Rahklin (2011), Hanneke (2011)



training examples: {(xi, yi)}n
i=1 selected sequentially and

adaptively (active learning) or at random (passive learning)

Bounds on Sample Complexity

optimal decision set

+1

-1

Key complexity parameters

P(Y = 1|X = x)

active learning yields 
exponential improvement!

� := d�1
�

Active: n�
�

2�+⇥�2

Passive: n�
�

2�+⇥�1

minimax rate of convergence to Bayes error:

smoothness of conditional probability 
function at the boundary, 

Holder regularity of the 
decision boundary, ↵



Implications in Practice

1
n

complex decision set

+1

+1

-1

1
n

exp(�c n)

simple decision set

+1

-1



Jeff: “B”

Bartender: “Ok try these two:  C or D?” ....

Bartender: “Try these two samples. Do you prefer A or B?
Jeff: “Hmm... I usually drink Duff”

Bartender: “What beer would you like?”

Ranking



Ranking Based on Pairwise Comparisons
Consider 10 beers ranked from best to worst: D < G < I < C < J < E < A < H < B < F

Which questions should we ask?  How many are needed?

     0     1    -1    -1    -1     1    -1     1    -1    -1
    -1     0    -1    -1    -1     1    -1    -1    -1    -1
     1     1     0    -1     1     1    -1     1    -1     1
     1     1     1     0     1     1     1     1     1     1
     1     1    -1    -1     0     1    -1     1    -1    -1
    -1    -1    -1    -1    -1     0    -1    -1    -1    -1
     1     1     1    -1     1     1     0     1     1     1
    -1     1    -1    -1    -1     1    -1     0    -1    -1
     1     1     1    -1     1     1    -1     1     0     1
     1     1    -1    -1     1     1    -1     1    -1     0

A     B    C     D     E    F     G    H      I     J
A     
B    
C     
D     
E    
F     
G
H      
I     
J

Does adaptively help?



Randomly Selected Pairwise Comparisons

fraction of pairs misordered  c n log n

m

almost all pairs must be compared,
i.e., about n(n� 1)/2 comparisons

That’s a lot of beer!

perfect recovery:

approximate recovery:

Consider 10 beers ranked from best to worst: 
D < G < I < C < J < E < A < H < B < F

select m pairwise 
comparisons at random



to correctly place an object into an ordered

list of k objects requires log2 k comparisons

Ranking with Adaptively Selected Queries

D < G < C < E < A < B < F

D G C E A B F

Insert H into:

{H < E}D G C E A B F

D G C E A B F {H < E},{G < H}

D G C E A B F {H < E},{G < H},{H < C}

D < G < H < C < E < A < B < F

{ }



Adaptively Selected Pairwise Comparisons

That’s still a lot of beer!

perfect recovery if

log2 k comparisons to insert an item into a list of k objects

=) n log2 n comparisons to rank n objects

Binary insertion sort:

Consider 10 beers ranked from best to worst: 
D < G < I < C < J < E < A < H < B < F

select m pairwise comparisons 
according to binary sort



⌅xi �W⌅ < ⌅xj �W⌅ ⇤ xi ⇥ xj

Beer Space

A B

C

D

E

F

G

w
Jeff’s latent preferences in “beer space”
(e.g, bitterness, color, maltiness,...)

Suppose beers can be embedded (according to characteristics) 
into a low-dimensional Euclidean space.



Ranking According to Distance

A B

C

D

E

F

G

C < A < B < E < G < D < F

w



Ranking According to Distance

A B

C

D

E

F

G

E < B < F < G < C < A < D

w



... now there are at most n2d rankings (instead of n!), and so in
principle no more than 2d log n bits of information are needed.

Goal: Determine ranking by asking
comparisons like “Do you prefer A or B?”

Ranking According to Distance

A B

C

D

E

F

G

D < G < C < E < A < B < F

w



Lazy Binary Search

input: x1, . . . , xn � Rd

initialize: x1, . . . , xn in uniformly random order

for k=2,. . . ,n
for i=1,. . . ,k-1
if qi,k is ambiguous given {qi,j}i,j<k,

then ask for pairwise comparison,
else impute qi,j from {qi,j}i,j<k

output: ranking of x1, . . . , xn consistent with all pairwise comparisons

binary information we can gather: qi,j � do you prefer xi or xj

Consider n objects x1, x2, . . . , xn � Rd. Many comparisons are redundant
because the objects embed in Rd, and therefore it may be possible to correctly
rank based on a small subset.

Optimal selection of a sequence of qi,j requires a computationally
di�cult search, involving a combinatorial optimization.

Lazy Binary Search

simple linear program



Ranking and Geometry
suppose we have ranked 4 beers
ranking implies that Jeff’s optimal 
preferences are in shaded region



Ranking and Geometry

new beer

Answers to queries that intersect 
shaded region are ambiguous, 
otherwise they are not.

suppose we have ranked 4 beers
ranking implies that Jeff’s optimal 
preferences are in shaded region

Key Observation: most queries will not be ambiguous, therefore the expected

total number of queries made by lazy binary search is about d log n

K. Jamieson and RN (2011)



BeerMapper

BeerMapper app learns a 
persons ranking of beers 
by selecting pairwise 
comparisons using lazy 
binary search and a low-
dimensional embedding 
based on key beer features



http://www.ratebeer.com/beer/two-hearted-ale/1502/2/1/

Reviews for 
each beer

Bag of Words 
weighted by 

TF*IDF

Get 15 nearest 
neighbors using 
cosine distance

Non-metric
multidimensional

scaling

Embedding in 
3 dimensions

Two Hearted Ale - Input ~2500 natural language reviews

Algorithm requires feature representations of the beers {x1, . . . , xn} ⇢ Rd

BeerMapper - Under the Hood

http://www.ratebeer.com/beer/two-hearted-ale/1502/2/1/
http://www.ratebeer.com/beer/two-hearted-ale/1502/2/1/


Reviews for 
each beer

Bag of Words 
weighted by 

TF*IDF

Get 15 nearest 
neighbors using 
cosine distance

Non-metric
multidimensional

scaling

Embedding in 
3 dimensions

Two Hearted Ale - Weighted Bag of Words (sorted by weights):
ipa hops citrus floral orange pine grapefruit head hoppy 
aroma white pours bitter golden piney hazy balanced cloudy 
malt amber sweet lacing bells strong light favorite gold off 
medium perfect hearted nose thick smooth excellent huge 
smell wonderful crisp poured fresh beautiful lots bell’s 
creamy body copper flavors smells slightly fruity love 
yellow ever there amazing notes fluffy clean frothy 
sweetness brew long awesome ale caramel aromas flowers 
lemon palate malts over down get after tastes mouthfeel 
your backbone dry other leaves centennial top slight bite 
solid again batch right nicely through clear it’s extremely 
foamy aftertaste still 

Algorithm requires feature representations of the beers {x1, . . . , xn} ⇢ Rd

BeerMapper - Under the Hood



Weighted count vector

for the ith beer:

zi 2 R400,000

Cosine distance:

d(zi, zj) = 1� zT
i zj

||zi|| ||zj ||

Reviews for 
each beer

Bag of Words 
weighted by 

TF*IDF

Get 15 nearest 
neighbors using 
cosine distance

Non-metric
multidimensional

scaling

Embedding in 
3 dimensions

Two Hearted Ale - Nearest Neighbors:
Bear Republic Racer 5
Avery IPA
Stone India Pale Ale &#40;IPA&#41;
Founders Centennial IPA
Smuttynose IPA 
Anderson Valley Hop Ottin IPA
AleSmith IPA
BridgePort IPA
Boulder Beer Mojo IPA
Goose Island India Pale Ale
Great Divide Titan IPA
New Holland Mad Hatter Ale
Lagunitas India Pale Ale
Heavy Seas Loose Cannon Hop3
Sweetwater IPA

Algorithm requires feature representations of the beers {x1, . . . , xn} ⇢ Rd

BeerMapper - Under the Hood



Weighted count vector

for the ith beer:

zi 2 R400,000

Cosine distance:

d(zi, zj) = 1� zT
i zj

||zi|| ||zj ||

Reviews for 
each beer

Bag of Words 
weighted by 

TF*IDF

Embedding in 
3 dimensions

Two Hearted Ale - Nearest Neighbors:
Bear Republic Racer 5
Avery IPA
Stone India Pale Ale &#40;IPA&#41;
Founders Centennial IPA
Smuttynose IPA 
Anderson Valley Hop Ottin IPA
AleSmith IPA
BridgePort IPA
Boulder Beer Mojo IPA
Goose Island India Pale Ale
Great Divide Titan IPA
New Holland Mad Hatter Ale
Lagunitas India Pale Ale
Heavy Seas Loose Cannon Hop3
Sweetwater IPA

Algorithm requires feature representations of the beers {x1, . . . , xn} ⇢ Rd

BeerMapper - Under the Hood

Get 15 nearest 
neighbors using 
cosine distance

Non-metric
multidimensional

scaling



Algorithm requires feature representations of the beers {x1, . . . , xn} ⇢ Rd

BeerMapper - Under the Hood

Reviews for 
each beer

Bag of Words 
weighted by 

TF*IDF

Get 15 nearest 
neighbors using 
cosine distance

Non-metric
multidimensional

scaling

Embedding in 
3 dimensions

Red = IPA
Green = Pale Ale
Magenta = Amber Ale
Cyan = Lager + Pilsener
Yellow = Belgians 
               (light + dark)
Black = Stout + Porter
Blue = Everything else

Sanity check: styles 
should cluster together 
and similar styles 
should be close.



Derivative Free Optimization
using Human Subjects

   Binary Classification 
    via Active Learning

    Ranking from 
    Pairwise Comparisons

10 20 30 40 50 60

10

20
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60

1
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7

Humans are much more reliable and 
consistent at making comparative 
judgements, than in giving numerical 
ratings or evaluations

Challenge:
Computing is cheap, but human 
assistance/guidance is expensive

Goal: 
Optimize such systems with as little 
human involvement as possible

Machine Learning from Human Judgements

“Binary search” procedures can 
play a role in active learning
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