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Abstract

In this paper we present a new framework for pedes-
trian action categorization. Our method enables the clas-
sification of actions whose semantic can be only analyzed
by looking at the collective behavior of pedestrians in the
scene. Examples of these actions are waiting by a street
intersection versus standing in a queue. To that end, we
exploit the spatial distribution of pedestrians in the scene
as well as their pose and motion for achieving robust ac-
tion classification. Our proposed solution employs extended
Kalman filtering for tracking of detected pedestrians in 2D
1/2 scene coordinates as well as camera parameter and
horizon estimation for tracker filtering and stabilization.
We present a local spatio-temporal descriptor effective in
capturing the spatial distribution of pedestrians over time
as well as their pose. This descriptor captures pedestrian
activity while requiring no high level scene understand-
ing. Our work is tested against highly challenging real
world pedestrian video sequences captured by low resolu-
tion hand held cameras. Experimental results on a 5-class
action dataset indicate that our solution: i) is effective in
classifying collective pedestrian activities; ii) is tolerant to
challenging real world conditions such as variation in illu-
mination, scale, viewpoint as well as partial occlusion and
background motion; iii) outperforms state-of-the art action
classification techniques.

1. Introduction

Consider a video sequence capturing a number of in-
dividuals located in an indoor environment such as coffee
shop. Imagine an algorithm that is able to process the video
and answer questions such as: Are these people talking?
Are they in a queue waiting to order food or drink? By
just looking at each single person it may be challenging to
design an algorithm that is able to address these questions
(Fig.1). In this paper we introduce a new paradigm for rec-

ognizing human actions: rather than classifying individuals
in isolation, we analyze their collective behavior so as to
reinforce the recognition of each individual’s actions. This
paradigm is inspired by recent contributions in computer vi-
sion where semantic or geometrical contextual information
is used to help recognize objects in complex scenes [14]. In
this work, action classification is enhanced by taking advan-
tage of contextual information that comes from the position,
pose and the actions of multiple individuals in the surround-
ing area. Unlike many previous methods of human action
recognition, we aim at working under unrestrictive condi-
tions such as dynamic cluttered background, variations in
illumination and viewpoint, intra class variability in the hu-
man appearance and non-static cameras.

Figure 1. Example of queueing (left) and talking (right) actions.
By just looking at one individual, it is very hard to classify whether
this person is in a queue or talking. However, by looking at
what the surrounding people are doing, the actions can be disam-
biguated. We aim to solve this problem by capturing videos using
unstabilized cameras under generic viewing conditions.

Our algorithm is built upon the robust detection of hu-
mans using deformable part based detector[11] and HOG
descriptor [7] for classifying human poses. We introduce
a new algorithm based on the Extended Kalman filter that
enables robust tracking of each detected human for a num-
ber of frames. Our algorithm incorporates into the feedback
loop the estimation of rough camera parameters, the scene
horizon line and 2D 1/2 location of each tracked individ-
ual. This makes the recovery of the each person’s trajectory
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in parameter space robust with respect to camera shaking,
viewpoint, scale changes, and background motion. Action
recognition is eventually performed by introducing a new
descriptor that captures the spatial temporal distribution of
the surrounding people (position, pose and movement) us-
ing a binning scheme similar to the shape context descriptor
[2]. Such descriptors enable the classification of the action
performed by each detected person by using the dynamic
behavior (location, pose and movement) of the surrounding
people.

We have demonstrated the strength of our algorithm on
a number of video sequences portraying 5 different hu-
man action categories: walking, crossing, waiting, queue-
ing and talking. Our video sequences were acquired by us-
ing home consumer hand held un-stabilized cameras cap-
turing images of human activities in cluttered and busy
environments. Experimental results show that our algo-
rithm can successfully recognize different action categories
in such challenging conditions. Also, our analysis demon-
strates that the added contextual information provided by
the collective behavior of individuals is critical for the
coherent understanding of complex scenes. We see our
work as a promising starting point for a number of appli-
cations such as autonomous vehicles, video surveillance,
topic level video summarization and assistive technologies
for impaired users.

2. Related Works
The classification of human actions in video sequences

has received a large amount of interest in the computer vi-
sion community. This challenging problem is closely re-
lated to that of human detection and tracking. In past years,
a number of methods have been proposed for accurately de-
tecting [7] [26] [27] [29], tracking [23] [3] [17] and estimat-
ing the pose [12] [24] of multiple humans in cluttered en-
vironments. Since this problem is highly challenging in its
most general formulation (moving cameras, dynamic back-
ground, etc..), researchers have proposed to make the track-
ing process more stable by combining detection and track-
ing [29] or using additional information such as stereoscopy
[9] and motion cues [27]. In this work, we follow a similar
philosophy. However, unlike [9] [30] where the knowledge
of extrinsic (location, pose) and intrinsic (focal length) cam-
era parameters play a critical role in detecting stable tracks,
but similar to [14], we assume a simple camera model (cam-
era height) and scene model (horizon line). Thus, camera
and scene parameters can be estimated during the tracking
process and, in turn, these parameters can be used to make
the human detection more stable, without the need for solv-
ing the full 3D reconstruction problem.

Stable detection and robust tracking of humans in the
scene is a critical building block if one wants to design
robust algorithm for human action classification. The

computer vision literature boasts a large body of works
which can be coarsely divided in two groups depending on
whether the goal is to recognize a simple action or a com-
plex one. Researchers often refer to the latter case as the
problem of recognizing and understanding human activi-
ties. A recent survey by [25] presents an excellent summary
of recent and past methods on action/activity recognition.
Among these, of particular interest are those based on vol-
umetric and contour based representations[4][31], spatial-
temporal filtering[32], distributions of parts [8][10][21][22]
sub-volume matching[15] and tensor-based representations
[16]. Different methods make different assumptions re-
garding the camera, background, and number of people in
the scene. For instance, part based methods [8] [10] [21]
[22] are flexible in modeling self-occlusions and articulated
movements, but can hardly cope with crowded scenes.

One common assumption in human behavior classifica-
tion methods is that actions are recognized in isolation - that
is, the behavior of a human in the scene is recognized in-
dependently of what other humans are doing in the same
scene. Our work introduces a new paradigm where actions
are recognized in relationship with what other humans are
doing in the scene. Unlike [13], our goal is not the one of
classifying complex activities (e.g. sequence of actions in-
volving one or multiple interacting humans), but rather dis-
ambiguating atomic actions (e.g., queueing before a shop or
waiting by a traffic intersection) which can hardly be char-
acterized without analyzing the collective behavior of indi-
viduals. Also, unlike many of the works involving activity
recognition we remove the assumption of static camera [4]
[5]. Finally, our work is similar in spirit to [20]; however
we focus more on the supervised multi-class activity classi-
fication rather than anomaly detection.

3. Method

3.1. System Overview

This section gives a brief overview of our method. More
details will be discussed in subsequent sections. The ba-
sic idea is that instead of considering only a single indi-
vidual’s behavior, some human activities can be better in-
ferred by considering location and motion of nearby in-
dividuals collectively. To show this, we begin by detect-
ing humans in image sequences as well as classifying their
poses [Sec. 3.2]. Given a group of detected individuals,
the camera parameters, camera height and horizon position
are estimated using a probabilistic model [Sec. 3.3]. Using
these estimated camera parameters together with detection
results, Extended Kalman Filtering(EKF) is applied onto
each individual in order to estimate their 2D 1/2 trajectory
[Sec. 3.4]. A spatio-temporal descriptor is constructed us-
ing these tracking results [Sec. 3.5] and employed for the
ensuing classification stage where activities of individuals



Figure 2. Overall process of our system.

are recognized [Sec. 3.6].

3.2. Human Detection and Pose Classification

The detection stage of our method employs the multi-
scale deformable part based detector developed by Felzen-
szwalb et al. [11]. This detector uses a Histogram of Ori-
ented Gradients(HOG)[7] descriptor to learn a part based
model for humans. Given a fixed number of parts to learn,
the algorithm identifies the most common yet descriptive
HOG features across the training set and learns these fea-
tures as well as their positions relative to the bounding box
provided in training. During detection, if the cost of the
deformation necessary to make a candidate resemble the
learned model is lower than a threshold, the system declares
the candidate to be a positive match for a human. As a re-
sult, the detector is able to handle partial occlusions while
still providing an accurate bounding box due to learned
knowledge of relative position of parts.

As far as the pose estimation is concerned, we use the
HoG descriptor [7] and a linear SVM classifier in order to
classify different poses : front, left, right, and back. Final
pose classification is achieved using a 1 vs. all classification
regime on the bounding boxes obtained from the detector.

3.3. Camera Parameter Estimation

As previous works show, in order to obtain stable and
robust tracking results, it is desirable to estimate the cam-
era parameters and the 3D location of the target. However,
in cluttered and busy environment scenes captured by hand
held cameras, 3D scene reconstruction using structure from
motion (SFM) is problematic in that : i) the reconstruction is
noisy and unreliable due to small base-line changes, ii) dy-
namic scene elements violate the SFM assumption of static
background, iii) the procedure is computationally expensive
and can be hardly implemented in real time. Also unlike
[9], we do not want to take advantage of binocular systems.
Thus, our challenge is to estimate a coarse 3D location (2D
1/2, x and depth information) of target along with camera
parameter for robust tracking without using either stereo
system or SFM. Inspired by Hoiem et al. [14], we propose
to highly simplify the “SFM” problem by assuming that all
people are standing on a flat ground plane and camera tilt
is approximately zero. Under these assumptions, the rela-

(a) (b)

Figure 3. Θt is the camera parameters in time t, Hi is actual height
of each person, Zi is the true position and height in image plane,
and Xi is measurement of their state in image plane. In this di-
agram, only the measurement Xi is observable whereas all the
others are hidden variables. (a) is the exact model, and (b) is a
simplified model.

tionship between the position of the feet, height of a person,
position of the horizon in the image plane and the camera
height can be expressed as follows

h = yc
si

vi − v0
(1)

where h is the height of person (meters), (vi,si) is bottom
position and vertical size of detection bounding box in im-
age plane (pixels), and (yc, v0) is camera height and horizon
position in image plane (meters and pixels).

Given this equation, we can design a probabilistic model
for each person in the image plane. This model can be ex-
plained by an analogy to the generative model. Once the
camera parameters θt = {yc, v0}, and height hi of each per-
son are sampled from the prior distributions, a set of points
Zi in image plane space can be generated, that follow a lin-
ear constraint satisfying Eq.1. After sampling a point Zi

= (vi, si) randomly from given set, a measurement Xi will
be obtained by applying additive gaussian noise onto true
state values. The variance of this noise is set relative to the
height of people in the image plane. Since the relationship
between each variable is known, we estimate the camera
parameters given Xi in image plane. Similar assumptions
to [14] were used for the initial prior distribution of camera
parameters. In our implementation, the posterior distribu-
tion for the camera parameters in time t was used as the
prior distribution for the next time t +1. However, Gaussian
noise is added to the posterior before it is used as the prior
to model the noise added due to camera shaking.

The equation for this model is as below

P (θ|X̄) ∝ P (X̄|θ)P (θ) (2)

=
∑

h̄

P (X̄|h̄, θ)P (h̄)P (θ) (3)



=
∑

h̄

∏
i

P (Xi|hi, θ)P (hi)P (θ) (4)

≈
∏

i

P (Xi|h̃, θ)P (θ) (5)

Marginalization over hidden variable hi requires exten-
sive amount of computation. We further simplified the
model by assuming all hi are just parameters set to the mean
height of people (h̃ =1.7 m). Then the generative model
reduces to the fig 3.(b). Though it seems to be an oversim-
plification, this method worked well in practice. In order
to compute P (Xi|h̃, θ), instead of marginalizing out z ev-
ery time, we compute P (Xi|h̃, θ) using a sampling method,
prior to camera parameter estimation. For every possible
value of (yc, vo), we randomly sampled a point Z from
the line satisfying equation 1, and sampled Xi from Z and
added gaussian noise. We iterated 500,000 times and gen-
erated an approximated probability. Finally, given P (θ|X̄)
we use a maximimum likelihood estimate for the camera
parameters that are to be used in Kalman Filtering.

3.4. Filtering and Matching

To make the STL descriptor robust to viewpoint, we
propose to construct the STL descriptor in 2D 1/2 coordi-
nates by first estimating the position of the individuals in
the scene [Sec.3.5].

Since the projection onto the image plane is inherently a
nonlinear function, We use a first order Extended Kalman
Filter (EKF) in our system. The state models the position of
each person’s feet (x, z), their velocity (vx, vz) measured
based on the feet position, as well as their height h. Though
the height of each individual might seem irrelevant to the
tracking task, this additional variable will help the Kalman
filtering in providing a more stable estimate given a noisy
set of bounding boxes from the detector. The actual height
of a person is closely related not only to the vertical size of
a bounding box but also to the depth z in the actual world.
Thus, if we assume that actual height is constant over time,
we are able to put a constraint on the possible location of an
individual’s feet which is especially helpful if the detection
results are poor. As the Kalman filtering measurement, we
simply use the feet position of each person (u, v) and the
vertical size s of the bounding box in the image plane, both
of which are obtained from the detector. Our state, X , and
measurement, Z variables then become : X=(x,z,h,vx,vz)
and Z=(u,v,s).

We assumed that the movement of each person in 2D 1/2
space is locally linear, thus the transition matrixA will have

the following simple expression :

Xk+1 = AXk +Wk A =


1 0 0 dt 0
0 1 0 0 dt
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1

 (6)

where Xk is the state in time k and Wk is the process noise,
and A is the transition matrix.

The measurement vector Zk will be related to the state
vector via the measurement function Zk = h(Xk + Vk)
where Vk is a measurement noise. Under the same assump-
tion we made in section 3.3 the measurement function can
be defined as : h(X; θ̃) = [ fxi

z +uc,
fyc

z +v0,
fh
z ]T . Here, θ̃

represents the camera parameters (f, yc, uc, v0), f is the fo-
cal length, yc is the height of the camera, uc is the horizontal
center of the image plane, and v0 is the position of horizon
in image plane. Given these equations, we were able to im-
plement the actual EKF for each person. For more details
on EKF see [28].

The Kalman filter is essentially applicable onto only a
single moving object, which is clearly not ideal for our
datasets which contain multiple people. To address this is-
sue, we proposed to find the correspondence between de-
tection results between frames. We used two different types
of cues in order to find the matches between frames : ap-
pearance and dynamics. Given observations at t, EKF will
produce a predicted location of the tracked object in t + 1.
Also by computing color histograms for each of the detected
bounding boxes and averaging them over [0 to t], we can
find the best match between tracked objects and new detec-
tions. We assumed these two cues are independent. Since
the detector has a high false-negative rate, and it is often the
case that people suddenly enter the field of view of the cam-
era, we use an empirical threshold to reject false matching.
Fig.6 shows the benefit of using EKF in 2D 1/2 coordinates.
Fig.5 reports performance of our tracker on the [9] dataset.
Notice that unlike [9], we did not use explicit 3D informa-
tion (from a stereo system) to help boost tracking accuracy.

3.5. Spatio-Temporal Descriptor

Our spatio-temporal local (STL) descriptor is inspired by
the popular Shape Context developed by Belongie et al. [2].
Our histogram-based STL descriptor is centered on an in-
dividual(the anchor), and captures the histograms of num-
ber of people, and their pose, in different bins surrounding
the anchor. Each descriptor is oriented according to the an-
chor’s pose (Fig.4). Such histograms, calculated per frame,
are concatenated to capture the temporal evolution of the ac-
tivities being performed in the scene - this forms an STL de-
scriptor. As there may be numerous individuals present in a
single scene, we construct STL descriptors, centered around



Figure 4. Spatio-Temporal Local Descriptor. (a) Space around an-
chor person (blue) is divided into multiple bins. The pose of the
anchor person (blue arrow) locks the “orientation” of the descrip-
tor which induces the location of the reference bin “1”. (b) Ex-
ample of STL decriptor - the descriptor is a histogram capturing
people and pose distribution in space and time around the anchor
person. (c) Classification of STL descriptor is achieved by decom-
posing the histogram in different levels along the temporal axis.

each person in the scene. Ultimately, we gather a collection
of STL descriptors, one per individual being tracked.

Since the STL descriptor captures spatial variation over
time, the relative motion of each human in the scene is
implicitly embedded in the descriptor. Furthermore, since
tracking is performed in 2D 1/2 scene coordinates, we are
able to apply the STL descriptor to the bird’s eye view of
the scene. This helps the descriptor to be robust to perspec-
tive as well as view-point changes and to implicitly capture
the motion and velocity of each individual with respect to
that of the anchor in 2D 1/2 scene coordinate.

3.6. Classification

Our system classifies each person in the video sequence
at every N = 10 frames by choosing the class that best ex-
plains the evidence (observation) arsing from STL descrip-
tors as well as the velocity of an anchor person. We assume
that these observations are independent, thus the classifica-
tion step can be expressed as follows,

Ĉ = arg max
C

P (C|eS , eV ) (7)

P (C|eS , eV ) ∝ P (eS , eV |C) (8)
= P (eS |C)P (eV |C) (9)

where eS , eV indicate the evidence brought by the STL
descriptor and velocity descriptor respectively, and C indi-
cates an activity class.

Evidence arising from STL descriptors is obtained as fol-
lows: descriptors are constructed for each tracker at time
t for an empirically chosen fixed length duration T =
[t − 31, t + 32] (roughly 2 seconds ≈ 64 frames). Once
the descriptor is built, libSVM toolbox [6] and a pyramid-
like kernel[19][18] are used to classify each descriptor. In-
stead of dividing feature space or spatial coordinates into
levels, we iteratively divided the temporal axis so as to ob-
tain 4 levels in total (see Fig.4). The pyramid matching
kernel is very useful in our framework, since it can cap-
ture various degrees of information about the distribution of
people around each anchor person - the correlation across
density distributions at the lower level; the relationship be-
tween people movements at the higher level. The likelihood
P (eS |C) was provided by libSVM[6].

Since STL descriptor cannot capture the movement in-
formation of an anchor person, we considered evidence aris-
ing from per-person velocity. Average velocity (magnitude
and direction aligned along the pose) of each person in each
time segment (T ) was estimated and discretized using a
one-out-of-K coding scheme (K = m ∗ n, with m bins in
magnitude and n bins in angle). P (eV |C) is estimated by
counting the occurence of such encodings in each activity
class.

Each segment of frames is classified independently.
However, additional temporal regularization can help the
classifier to be more robust. We employed a Markov Chain
so as to enforce temporal constraints between the same per-
son’s activities in different time segments (Eq.10). The tran-
sition probability P (Ct|Ct−1) was estimated by counting
the occurences of each activity transition in each video of
the training set.

P (Ct|eS , eV , Ct−1) ∝ P (eS , eV |Ct)P (Ct|Ct−1)P (Ct−1)
(10)

4. Experimental Results

4.1. Dataset

Our goal is to classify human activities based on collec-
tive behavior of individuals under general conditions. Since
there is no existing dataset that can be used for evaluat-
ing our framework, we created our own dataset [1]. Unlike
many existing datasets, our dataset is acquired under uncon-
strained real-world conditions. Over 40 short video clips
of crossing, waiting, queueing, walking and talking action
categories were recorded. The videos are 640x480 pixels
in size and were recorded using a consumer hand held cam-
era. See fig.9 to gain understanding of the complexity of the
scenes. Every tenth frame of all video sequence was manu-



ally labeled with pose, activity and bounding box informa-
tion. Only the pose label is required for learning purposes.
The remaining labels are used for performance evaluation
and dataset characterisation. Table.1 helps understand some
of the properties of our dataset. Every property was esti-
mated using manually annotated ground truth data.

Property Crossing Waiting Queueing Walking Talking Overall
Number of People 3.89 4.19 7.32 2.57 3.86 5.22
Number of Classes 1.42 1.39 1.15 1.46 1.49 1.37

Activity Clutter 0.35 0.31 0.14 0.41 0.49 0.33
Bounding Box Overlap 0.24 0.48 0.43 0.16 0.38 0.34

Camera Shake 18.55 13.76 23.30 19.53 12.88 18.35
Table 1. Dataset Characteristic : Number of People indicates the
average number of people per frame performing a certain activity.
Number of Classes indicates the average number of different ac-
tivities in a short video sequence and hence represents the activity
contamination of our dataset. Activity Clutter conveys the average
number of people whose activity was too ambiguous. Bounding
Box Overlap (%) indicates the average amount of overlap in each
bounding box - 0 means completely visible and 1 means not visible
- and conveys scene density along with partial occlusion. Finally
the Camera Shake (in pixels) was estimated by applying our cam-
era parameter estimation algorithm on ground truth labeled data
and computing the mean squared difference between horizon po-
sitions in consecutive frames. This indicates the average amount
of camera shaking within each action category.

4.2. Detection, Tracking and Camera Parameter
Estimation

In order to test our tracking results we used the dataset
proposed in [9]. Note that even though we used a video
sequence from a single camera alone, the recall rate (table.2
and fig.5) was comparable to that of the algorithm in [9]
where a full stereo system is used.

system Seq 1 Seq 2 Seq 3
Ess [9] 0.44 0.43 0.44

Our system 0.50 0.34 0.31

Table 2. Recall at 0.5 FPPI. The columns show Recall performance
for 3 sequences in [9]

Figure 5. Comparison of our tracking results with those obtained
by [9] on the dataset provided by [9]. Our algorithm only uses a
single camera instead of the stereo system as in [9].

We also evaluated to what degree our tracking algorithm
is robust in presence of significant camera shakes. The

overall standard deviation of 2D 1/2 people location esti-
mation computed without camera parameter estimation was
((σX , σZ) = (1.13, 2.84), where σX is an average stan-
dard deviation in x coordinate and σZ is an average stan-
dard deviation in z coordinate). These values were com-
puted on static activities videos (e.g. waiting, queueing and
talking). After parameter estimation, however, the location
estimation shows significantly less variation ((σX , σZ) =
(0.15, 0.66)). A qualitative example of such improvement
is reported in fig.6. This stabilization helps improve the ac-
curacy of subsequent classification steps.

(a) (b)

Figure 6. Examples of 2D 1/2 trajectory estimation for the queue-
ing (static) action. Ideally trajectories should nearly collapse to
one point. Instead, because of camera shakes, the trajectories be-
come much noisier. By taking advantage of camera parameter
estimation, the computed trajectories (right) are more stable than
those obtained without camera estimation (left).

4.3. Activity Classification

A leave-one-out scheme was used to assess the perfor-
mance of our system. When classifying one video, we re-
moved this video from our training set, and sampled a uni-
form random subset of the other videos to serve as the train-
ing set. The amount and relevance of the data collected in
the STL descriptor is controlled by the spatial and tempo-
ral parameters. As the radial support distance increases, the
STL is able to capture the dynamic property of more indi-
viduals in the scene and can hence provide richer informa-
tion regarding the activity of the anchor (Fig7). Similarly,
a longer temporal support helps disambiguate activities that
might share similar micro-motions and supress noise. How-
ever, this does increases the risk of classification failure if
there is a activity transition (Fig7).

As a bechmark, we also report a classification result
achieved by the popular video codewords method [22].
Histograms of video codewords are extracted as described
in [22] and they are classified by using a SVM classifier
equipped with a kernel based on histogram intersections. As
shown in Fig.8.(b), due to camera-shakes, clutters and in-
trinsic class ambiguities, it is hard to perform classification
just based on video codewords alone. On the contrary, STL
descriptor and combination of STL and velocity descriptors



(a) (b)

Figure 7. Impact of changing STL parameters. a) Any individu-
als that are farther than a set distance from the anchor are ignored.
This radius defines the spatial support distance of the STL descrip-
tor. b) The temporal support correlates with the number of frames
used to construct the STL and hence impacts the activity classifi-
cation. Note: Only STL descriptor is used for classification in this
stage.

(a) STL Only (b) Video words [22]

(c) Full implementation (d) Mean/Var

Figure 8. Confusion tables for different classification method. Our
method based on STL descriptor (a) outperforms method based on
video words (b). (c) shows results by using combination of STL,
velocity descriptor and a Markov Chain. (d) indicates that the STL
descriptor is reliable and shows only a small variation in classifi-
cation accuracy. Notice, the plot indicates clear improvement over
activity classification using video-words alone. Notice that actions
such as walking and crossing or queueing and talking can be suc-
cessfully discriminated using the information captured by the STL
descriptors.

provided promising results. As suggested in the introduc-
tion, actions such as walking vs crossing or queueing vs
talking, can not be disambiguated by looking at individual
person only. As Fig.8 (a) and (c) show, the contribution of
STL descriptor help disambiguate these actions.

5. Conclusion
In this paper, we demonstrated that collective correlation

among multiple people can help to improve classification of
human activities by using STL descriptor as well as other
cues. We anticipate a significant performance improvement
if a better human pose classifier and additional scene level
semantic cues are provided.
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