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1. Linear Programming Relaxation
The message passing algorithm [1] defines the edge-wise

message as

λji(hi;Hj) = max
hj∈Hj

βji(ĥj , hi) (1)

which carries information from node j to node i. Notice that
the edge-wise message λji(hi;Hj) depends on the hypoth-
esis space of node j (i.e., Hj). For conciseness, it is often
omitted and the message becomes λji(hi). λi(hi) is treated
as the node-wise message which is the summation of all
edge-wise messages into node i (i.e.,λji(hi;Hj); j ∈ Ni)
and the unary potential θui (hi) as defined in Eq. 2 of the
main paper. In MP-LP, the edge-wise messages are sequen-
tially updated and a pair of messages λji(hi) and λij(hj)
are updated simultaneously as follows,

λji(hi) = −1

2
λ−j
i (hi) +

1

2
max
hj∈Hj

(
λ−i
j (hj) + θij(hi, hj)

)
(2)

where λ−j
i (hi) = λi(xi)− λji(xi) is the sum of messages

into node i except the message from node j. Notice that
when λji(hi) is updated, it will eventually update the node-
wise message λi(hi) by passing the messages into node i.
As a result, the messages are passed to nodes and further
change the other edge-wise messages. The βs can be re-
trieved from the messages as follows,

βji(hj , hi) = −1
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(
λ−i
j (hj) + θij(hi, hj)

)
(3)

2. Learning
The max-margin learning problem is formulated as be-

low,

minw,ξ≥0
1

2
wTw + C

∑
n

ξn

s.t. ∀n, ∀h 6= hn, −wTΨ(h, In) ≥ 1− ξn

∀n, wTΨ(hn, In) ≥ 1− ξn , (4)

where hn and In are the ground truth part configuration
and the image evidence of the nth image, respectively. We

use a cutting plane solver [2] to solve the above quadratic
programming (QP) problem with a large number of nega-
tive constraints (the constraints in the first row). We use
the max-margin formulation to learn weights w such that
the ground truth configuration (pose assignment) hn has the
highest score. In other words, the weights are adjusted in
such a way that the MAP estimation would become as con-
sistent with the ground truth as possible.
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