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Semantic Structure from Motion (SSFM) is a new framework for jointly Inputs ~= — T Solving SSFM Problem:
estimating semantic and geometrical information from multiple images: - Two or more images I & {0, B, Q, C} = argmax W(0, B, Q, C; I g | guesses o cameras

- Detect object; segment and classify regions (semantic) - known 1nternal parameters R - S Gt = G, + € (G- s Omean Gaussian v,
- Recover 3D geometry of objects, regions, and points (structure)

Sampling Algorithm

Propose initial guesses of cameras

f Sampling (Simulated Annealing) whose variance decreases as n increases)

. . Measurements (noisy) < o - High dimensionality of unknowns g : Zgzx ggéo (details in paper)

- Recover cameras location and pose (motion) - q: point features (e.g. DOG+SIFT) P L , (On O B = argmax 1958 T9% T1992
Input: two or more images Output - u: point matches (e.g. threshold test) * . oitor Propose 1nitial guesses of cameras: o= #Or @ B G 1)/ 40, QB o

i . . 4. .:‘W.—‘hf?.'-:‘“ih;;? T s ‘+ _ » : {On, Qn, Bn, Cn} = {On- . Qn-1, Bn-1, Cr- }
region -b: 2D regions (eg Superplxel) iy —AiX Cameras estimated by pOlnt matches (SFM) e e, B

|cnair| END
1 ‘L’dj- END

- 0: 2D objects (e.g. detected by [2]) dma objects - Cameras estimated by matched object detections | &
- Cameras eStimated by matChed regions |dentify the sample max

Model Parameters (unknowns)
- C: cameras (locations and poses)

- Q: 3D points (locations) ey w
- B: 3D regions (locations, orientations, classes) Results
- O: 3D objects (locations, poses, categories) e,

camera | | Datasets

Image 1

MOtivation - ._ Car Dataset [3]

. _— : : L . : e 4 _ - [ ree - available online
Ability to jointly recover semantic and geometry information i1s critical in MOdel . - eag < 2 s Lidar Points

many applications. " 2N ‘g_ e - ~500 testing images

- Most 3D reconstruction methods do not provide semantic. Relationships among points, regions, objects, and cameras follow: P C LT ST - 10 scenarios
O sky Oroad Oother -

- Most recognition methods do not localize objects in 3D physical space. Intuition 1: The image projection of estimated objects, regions, and points 7 SWi0building B tree

i 1-‘- e

are consistent with measurements (location, scale, and pose). | oy

Person Dataset
- Stereo cameras

- 400 1mage pairs
- 10 scenarios

H building
O others
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Robot manipulation Augmente Points Regions | Objects

Image 1 Kinect Office

Wain intuitions Intuition 2: The interact: Int ' d objects should b - ——, - available online
Semantics and 3D geometry are mutually beneficial. - LAC INETACHONS AMONS POIES, TESIONS, dit OBJELLS ShOUIE bE | T e - Kinect 3D range data

- Obj ects and regions help localize the observer consistent with the interactions learnt from training » = B | o - Mouse, Monitor,

: : : : : : image 1 Image 2 | il ' =1 e '_ —— and Keyboard
- Geometric context helps object detection and region classification. == L ety _ - - - 500 images

- Semantic reasoning guides the process of matching points and regions. — . e R g 1w ' R | - 10 scenarios

Interactions among objects, regions and points help regularize solution. _ _
Camera Pose Esimation

Camera Translation and Rotation Error Camera Translation Error v.s. Camera Baseline

Semantic helps geometry e E Points and objects Regions and objects

er | en Car Person Office eT (degree) 20: eT(degree)

m = [1] 26.5°/< 1° | 27.1°/21.1° | 8.5°/9.5° Bundler /° _CVPR 11 = Bundler
Semantic : i : : 4] 19.9°7< 1° | 17.6°/3.1° | 4.7°/3.7° s 10f-

: }_ Y : " urs i CVPR11
S : Energy Formulation Intuition #1 [4] + Regions | 18.0°/< 1° | 15.7°/3.3° | 4.9°/4.1° cam. baseline

tru Ct u l'e L cam. baseline Ours

| Width (meter) | width (meter)

B Intuition #2 This paper | 12.1°/< 1° | 11.4°/3.0° | 4.2°/3.5° 5 3 . 92 o8 o8 1'

From : e - : : : : |
Motion 1 J()ll'lt energy Of Ob‘] eCtS’ reglons, _ _ o (a) Car dataset (b) Kinect dataset
: : points, cameras given images. ’ Object Detection Average Precision

S Oor
Geometry helps semantic P (0,B,Q,C;1) = S o Object Detection in 2D Object Detection in 3D
s P9 N9 '

2] [4] | This Paper by single Without Our full

CO CQ CB T Car 54.5% | 61.3% 62.8 % Image. interactions model.
l:I\P t EI\P > H\P ' ~ Person | 70.1% | 75.1% 76.8 % Car 21.4% 32.7% 43.1%

0Q OB BQ Office | 42.9% | 45.0% | 45.7% Office 15.5% 20.2% 21.6%
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