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BSTRACT

 

: Simulations were performed to assess the prospective perfor-
mance of a 16 Kbit nanowire-based electronic nanomemory system. Commer-
cial off-the-shelf microcomputer system modeling software was applied to
evaluate the operation of an ultra-dense storage array. This array consists of
demonstrated experimental non-volatile nanowire diode switches, plus encod-
er–decoder structures consisting of demonstrated experimental nanowire-
based nanotransistors, with nanowire interconnects among all the switching
devices. The results of these simulations suggest that a nanomemory of this
type can be operated successfully at a density of 10

 

11

 

bits/cm

 

2

 

. Furthermore,
modest device alterations and system design alternatives are suggested that
might improve the performance and the scalability of the nanomemory array.
These simulations represent early steps toward the development of a simula-
tion-based methodology to guide nanoelectronic system design in a manner
analogous to the way such methodologies are used to guide microelectronic sys-
tem design in the silicon industry.
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INTRODUCTION

 

Recently, great effort has been dedicated to the design and fabrication of extended
electronic circuit systems integrated on the molecular scale. Within only the last
few years, the field of molecular electronics has seen the demonstration of single-
molecule electrical devices

 

1–4

 

 and the subsequent construction of functioning sim-
ple molecular-scale circuits,

 

5–12

 

 including a few small nanomemory arrays.

 

13–16

 

Additional attempts to produce extended circuit systems are underway. As one such
example, the U.S. Government’s Defense Advanced Research Projects Agency
(DARPA) is attempting to develop and build ultradense computer memories and pro-
cessors from molecular-scale components.

 

17

 

 More specifically, DARPA’s Moletron-
ics Program is intent on delivering a 16-kilobit nanomemory with a density of
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10

 

11

 

bits/cm

 

2

 

 by the year 2005. By comparison, the International Technology Road-
map for Semiconductors (ITRS) estimates commercial DRAM densities will just
exceed 10

 

9

 

bits/cm

 

2

 

 in 2004 and be slightly less than 3

 

×

 

10

 

10

 

bits/cm

 

2

 

 by 2016.
Despite these aggressive goals, it is still an open question whether such a densely

integrated, extended memory system can be made to operate if it is built using exist-
ing nanodevices and nanofabrication technologies. This paper addresses that ques-
tion and answers it in the affirmative.

Specifically, this paper presents simulations and analysis of the experimental
nanomemory being developed by Harvard University and the California Institute of
Technology (Caltech) under the DARPA Moletronics Program. These simulations
suggest that the planned 16-Kilobit nanomemory array will operate effectively.

The simulation methodology consists of constructing device models of experi-
mental molecular-scale electronic devices, for example, diodes and transistors, that
already have been demonstrated at Harvard University. These novel device models
are then incorporated into conventional very large-scale integration computer aided
design (VLSI CAD) simulations of the complete nanomemory system. The primary
focus of this simulation research has been to explore the impact on nanomemory
function as the bit count is scaled from that of presently fabricated prototypes, with
only a few bits, to the 16-Kbit array size required by the Moletronics Program. In
addition, a variety of other design parameters, for example, capacitance to ground
and banking topology, have also been investigated in order to provide information to
the developers at Harvard and Caltech in advance of actual experiments.

This paper provides an overview of these modeling and simulation investigations
for the Harvard–Caltech nanomemory. We start with a summary of the crossbar
nanomemory structure of interest

 

19,20

 

 plus the key metrics of its performance. The
device models and simulation methodology are then discussed. Simulation results
and their implications for nanomemory banking topologies and nanomemory area are
presented in subsequent sections followed by our conclusions and future objectives.

 

NANOMEMORY SYSTEM OVERVIEW AND EVALUATION METRICS

 

The Harvard–Caltech nanomemory system design consists of three major sub-
systems: a nanowire crossbar memory array and two decoders, one for the array rows
and one for the columns. F

 

IGURE

 

 1 shows an illustration of these subsystems and a
circuit schematic of a notional 10

 

×

 

10 nanomemory based on the architectural design
developed by Caltech.

 

20

 

 The crossbar array physically stores the data whereas the
decoders select and access individual bits. In F

 

IGURE

 

 1A, the nanowires forming the
crossbar array are represented by thin black lines, as are the nanowires in the decod-
ers. The decoders also contain microwires (wires on the size scale of conventional
microelectronics), which are represented by thick gray lines. Finally, microwire
power supplies, represented by thick black lines, are connected to each decoder.
These power supplies are used to read or write a bit to the individual nanowire junc-
tion selected by the decoders.

Each nanowire–nanowire crosspoint in the crossbar array forms a bistable non-
volatile nanowire (NVNW) diode

 

16,21

 

 that can store one bit of information each. The
microwire–nanowire crosspoints in the decoders form field-effect transistors, similar
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to the crossed nanowire transistors described by Huang 

 

et al.

 

6

 

 These transistors per-
mit the selection of individual rows and columns in the memory array. Additional
details about these nanowire diodes and top-gated nanowire field-effect transistors
(TGNW-FETs) are provided in the next section.

Addressing the nanomemory array is accomplished with a “2-hot” encoding
scheme.

 

20

 

 This encoding scheme differs from the binary schemes typically used in
complementary metal-oxide–semiconductor (CMOS) circuitry

 

22

 

 in that the 2-hot
scheme requires asserting exactly two microwires to select a unique nanomemory
address, no matter the size of the address space. In contrast, binary encoding would
require asserting log

 

2

 

N

 

 microwires to select a unique address from an address space
of size 

 

N

 

. The 2-hot addressing scheme increases defect tolerance. With 2-hot
addressing, any address line failure impacts significantly fewer bits than a compara-
ble failure in a binary scheme.

 

20

 

 Second, the 2-hot encoding scheme requires the
selected address line to encounter only two TGNW-FETs in series per decoder,
whereas binary encoding would meet log

 

2

 

N

 

 TGNW-FETs in series per decoder.
Reducing the number of series (stacked) TGNW-FETs is beneficial to ensure that an
ample amount of the supply voltage is dropped across the selected diode junction,
rather than across the decoders.

A variety of metrics are considered for evaluation of nanomemory operation and
performance. First and foremost, the nanomemory must function properly. For our
purposes, functionality is defined as the ability to correctly read and write informa-
tion. To evaluate read operations, we focus on the output current differences (

 

∆

 

I

 

out

 

)
between reading logic “1” and reading logic “0” for the worst-case memory config-
urations. For write operations, we determine that the selected diode, and only the
selected diode, is subjected to the appropriate voltage bias for storing the logic value.

Another important design goal of the nanomemory is ultrahigh density. The
DARPA Moletronics Program goal of a 16-kilobit memory with a density of
10

 

11

 

bits/cm

 

2

 

 means that the nanomemory can occupy an area of only 16

 

µ

 

m

 

2

 

. There-
fore, analysis of the nanomemory footprint is warranted. Simple area equations are
used to evaluate these parameters.

Finally, consideration is given to the nanomemory speed and power consumption.
Output current switching times are analyzed, and methods are suggested to improve
speed and reduce power. However, a thorough treatment of these issues requires
additional information about the peripheral circuitry surrounding the nanomemory.
Such studies are already underway.

 

SIMULATION METHODOLOGY AND DEVICE MODELING

 

The simulation of devices and complex circuit systems can be performed at a
number of different levels of design abstraction.

 

22

 

 The appropriate design abstrac-
tion depends largely on the goals of the simulation, capturing the important behav-
iors of the overall system, while disregarding immaterial details. There are three
general categories of design abstraction: the device level, the circuit level, and the
architectural level. The device level focuses on a single device, for example, a diode
or transistor, in great detail. Such simulations provide information about the opera-
tion and physics of individual devices, but generally do not consider the interactions
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among devices in a circuit. At the other end of the spectrum, the architectural level
considers very large systems, but typically does not include the physics or the behav-
ior of individual devices. In contrast, the circuit level bridges these two approaches
and considers relatively large systems (on the order of tens of thousands of devices),
while still retaining a connection to the underlying physical behavior. The simula-
tions described here take place at this level.

Many concepts and techniques in conventional microelectronics are borrowed to
simulate the nanoelectronic memory. For example, the commonly used commercial
Cadence Spectre VLSI CAD software tool is our primary simulation program. One
reason for applying such commercial off-the-shelf software tools from the micro-
electronics industry is the obvious timesaving and reliability associated with the use
of readily available, well-tested software. This software also incorporates powerful
features, such as modeling languages and graphics, developed specifically for the
flexible modeling of extended circuitry. Finally, using conventional VLSI tools pro-
vides a seamless approach to the design and simulation of both the nanomemory and
the peripheral microelectronic circuitry that it requires for operation and communi-
cation with the outside world.

 

23,24

 

The work presented here also relies heavily on the conventional microelectronics
concept of the device model, which captures the essential properties and response
behavior of a circuit element. Models of the experimentally observed behavior of all
of the devices contained in the nanomemory are required. In particular, the current–
voltage transfer characteristics (

 

I

 

–

 

V

 

 curves) are necessary for steady-state (DC) sim-
ulation, and the capacitance–voltage transfer characteristics (

 

C

 

–

 

V

 

 curves) are
required for time-varying, or transient, simulation.

Typical device models for microelectronics consist of compact equations based
upon the underlying physics of a device that has been extensively studied and is well
understood. However, this physics based approach is not workable, at present, for
simulations involving molecular-scale devices, because the fundamental physics of
most molecular-scale devices is not well known. Thus, in this work we were forced
to develop empirical models based on measured device characteristics.

Incorporating new models into conventional circuit simulators can be difficult.
The addition of a new model can often require modifying proprietary source code.
Open source simulators do exist, for example, SPICE3,

 

25

 

 but adding new device
models is tedious.

 

26

 

 Furthermore, these open-source simulators lack the robustness
and simulation speed that are required to model large circuit systems, and which are
found in many commercial simulators.

Thus, to develop and simulate models for molecular-scale devices efficiently, we
chose to use a commercial simulator and to fit or describe the empirical behavior of
the devices using the analog hardware description language (analog HDL) Verilog-
A. This modeling approach is similar to one described elsewhere,

 

27

 

 except that
the empirical equations derived here are tailored to the devices employed in the
Harvard–Caltech nanomemory system. The empirical equations were incorporated
into the Spectre circuit simulator from Cadence, which supports cosimulation of
both Verilog-A components and conventional SPICE-level devices. The combination
of the empirical device modeling with Verilog-A, and the ease of incorporation of
these models into the Spectre simulator, made it possible to model quickly novel
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molecular-scale devices, simulate circuits composed of these new models, and incor-
porate state-of-the-art conventional microelectronic device models, as necessary.

The simulations of the Harvard–Caltech crossbar nanomemory required three
device models. The first two are models of the distinct nanowire devices described
in the previous section: the crossed nanowires that form the nonvolatile nanowire
(NVNW) diodes and the top-gated nanowire FETs (TGNW-FETs). The third is a
model of the nanowire interconnects of the nanomemory.

 

Nonvolatile Nanowire (NVNW) Diode Model

 

F

 

IGURE

 

 2 shows a sketch of the NVNW diodes being fabricated at Harvard Uni-
versity,

 

16,21

 

 along with a circuit schematic that models the behavior of the device.
The model consists of two diode rectifiers in parallel with a capacitor (

 

C

 

jdiode

 

). The
model can be switched between a high current state (on-state) and a low current state
(off-state) by switching the diode connected to the circuit. This reproduces the hys-
teretic 

 

I

 

–

 

V

 

 behavior seen in the experimental device. The measured 

 

I

 

–

 

V

 

 characteris-
tics of the actual NVNW diodes and the corresponding model 

 

I

 

–

 

V

 

 curve are shown
in F

 

IGURE

 

 3. The measured 

 

I

 

–

 

V

 

 curves were fitted to empirical equations to produce
the model. The apparatus used to collect the experimental data shown in F

 

IGURE

 

 3A
was limited to measuring currents of up to 1,000nA, a limit that the device attains at
a bias of approximately 3V. In the model, values for the current passing through the
diode at bias potentials greater than 3V were extrapolated from the available data.

The NVNW diode switches from the on-state to the off-state when a reverse bias
is applied across the diode that is more negative than 

 

V

 

thresOFF

 

. In a similar fashion,
a bias greater (i.e., more positive) than 

 

V

 

thresON

 

 switches the device from the off-state
to the on-state. Device threshold values for the experimental diodes are 

 

−

 

2.75V and
3.80V for 

 

V

 

thresOFF

 

 and 

 

V

 

thresON

 

, respectively. One issue for this simulation research
is whether the device behavior for the NVNW diode switches, for example, the
threshold values, is optimal from the perspective of designing and building an

FIGURE 2. A sketch of the structure (A) and a circuit schematic (B) for a nonvolatile
nanowire diode formed by crossing a band-gap engineered coaxial nanowire30 and a stan-
dard nanowire. The device model in the schematic consists of two diodes in parallel with a
capacitor. The two individual diodes model the high current state (on-state) and low current
state (off-state), respectively.
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extended memory circuit system, and whether this device behavior might not be
improved for that purpose. This question is addressed in the following section.

Although this diode switch appears to exhibit relatively simple behavior, the hys-
teretic 

 

I

 

–

 

V

 

 curve creates a complicated device modeling task. A smooth transition
between curves occurs when switching from the on-state to the off-state at 

 

V

 

thresOFF

 

,
but the device experiences an abrupt jump in current when switching from the off-
state to the on-state at 

 

V

 

thresON

 

. This discontinuity in the current requires special pro-
visions in the mathematical models used in the simulation. We avoid any possible
difficulties at the discontinuity by simply recording when 

 

V

 

thresON

 

 has been sur-
passed, without actually changing the underlying state of the device. This is suffi-
cient for the purposes of the work describe here, because the memory array is
simulated for only one configuration at a time. Thus, it is necessary only to deter-
mine which of its constituent diodes has crossed its switching threshold. Subsequent
analysis of the nanomemory system with the diodes in the switched state is not
required.

This technique is not suitable in all situations. Multiconfiguration simulations, for
example, those that calculate power consumption during write-read combinations,
require continuous processing as the diode switches between the 

 

ON

 

 and 

 

OFF

 

 states.
This cannot be modeled with the methodology described above. Such simulations,
and the more complex models they require, are being developed. Nevertheless, the
single configuration simulations presented here are sufficient to determine whether
the proposed memory system, constructed from the presently fabricated devices, can
be made to operate.

In addition to the 

 

I

 

–

 

V

 

 curve, information concerning the device capacitance is
needed for time-dependent simulation. Ideally, we would obtain a transfer curve
relating capacitance to voltage in a manner similar to that of obtaining the curve
describing the 

 

I

 

–

 

V

 

 behavior. However, experimental data is not yet available to
describe the change in capacitance versus voltage. Instead, we used a constant value
of 1aF for the NWNV diode junction capacitance (

 

C

 

j

 

).

 

16

 

 In the absence of detailed
data, it is hoped that this first-order estimate will provide sufficient information to

FIGURE 3. Hysteretic I–V curve for the nonvolatile nanowire diode. A. The measured
I–V curve for an experimentally fabricated nonvolatile nanowire diode. B. The simulated
I−V curve for the nonvolatile nanowire diode model.
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estimate overall memory behavior. Nonetheless, the simulations developed in this
work can incorporate more detailed capacitance characteristics as they are measured.

 

Top-Gated Nanowire Field Effect Transistor (TGNW-FET) Model

 

The decoders are composed of TGNW-FETs that are constructed by crossing a
microscale wire over a nanowire covered with silicon oxide. The silicon oxide iso-
lates the microwire from the nanowire and allows the device to behave like a field-
effect transistor, with the microscale wire acting as the gate. Changing the voltage
on the microwire gate controls the current flow through the nanowire channel. These
field-effect devices are similar to the crossed nanowire FETs (cNW-FETs) described
by Huang 

 

et al.

 

6

 

 An illustration of a TGNW-FET and a circuit schematic of the
device model are shown in F

 

IGURE

 

 4. The experimental 

 

I

 

–

 

V

 

 characteristics for p-type
silicon nanowires coated with silicon oxide and the corresponding TGNW-FET sim-
ulation model are shown in FIGURE 5. The device behaves as a p-channel MOSFET
(PFET), where applying a positive voltage to the gate reduces the conductivity of the
channel.22 The I–V equations for the model are modified versions of the typical first-

FIGURE 5. I–V curves for the top-gated nanowire FETs as a function of gate voltage.
A. Measured I–V curves for a p-silicon top-gated nanowire FET. B. Simulated I–V curves
for the top-gated nanowire transistor model.

FIGURE 4. A sketch of the structure (A) and a circuit schematic (B) for a top-gated
nanowire FET formed by depositing a microwire over a silicon-oxide coated nanowire. The
device model in the schematic consists of a PFET transistor and two capacitors.
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order MOSFET I–V equations. The modifications to the MOSFET equations involve
scaling the input voltages and adding an error correction term. These modifications
are empirical in nature and remove any direct connection to the underlying physics.
However, this is sufficient for the purposes of the present research. The objective is
not to represent the underlying physics, but simply to mimic the experimental behav-
ior of the device.

In addition, a capacitance between the nanowire and microwire is present in the
model (CjFET). There is not yet an accurate experimental measurement for this value.
Instead, we assume the capacitance between the nanowire and microwire in the
TGNW-FET is similar to that for the NVNW-diode junction and set CjFET = Cjdiode.
In general, the ratio of total NVNW-diode junction capacitance to total TGNW-FET
gate capacitance should increase as the memory array size grows. Therefore, CjFET
should decline in importance as the nanomemory array grows and improve the valid-
ity of our assumption of a small, constant value.

Nanowire Interconnect Model

In conventional microelectronics, there is a clear-cut distinction between the
devices and the wires that connect them. This distinction does not exist in the cross-
bar nanomemory considered here. Nanowires in the nanomemory form the devices,
as well as connect the devices to one another. To deal with these two roles, an inter-
connect model was developed that incorporates an artificial division between the two
functions. FIGURE 6 shows an illustration and a circuit schematic of the interconnect
model. This is a Π model22 composed of a resistor and two capacitors. The figure
details a unit crossbar (i.e., two crossing nanowires), each the length of the nanowire
pitch. The resistance of the unit crossbar determines the values of the resistances
(RNW) in FIGURE 6, whereas the capacitors (CNWsub) model the capacitances to the
substrate below.

An important resistance in the interconnect model that is not shown in the figure
is the contact resistance Rc between the microwire power supplies and the nanowires.

FIGURE 6. A sketch of the structure (A) and a circuit schematic (B) for the nanowire
interconnect model, which consist of networks of resistors and capacitors.
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This value is approximately 1MΩ in the present devices.28 Furthermore, Rc is dom-
inant in comparison to RNW. Thus, we assume the nanowire resistance is negligible
in our simulations. Although the parameter RNW is not employed in the simulations
presented in this paper, including it in the interconnect model provides the capability
to account for the nanowire resistance when improvements in the fabrication tech-
niques reduce Rc to a value where the two resistances are comparable.

The capacitance to the substrate CNWsub is treated as a variable parameter. The
actual experimental value can be altered by the changing the nanomemory distance
from the substrate and/or by changing the insulating dielectric between the crossbar
and substrate. This value has an important influence on the system performance, as
is shown in the next section.

There are two additional parasitic influences that may play a role in nanoscale
systems and that were not included in the nanowire interconnect model. Neither
crosstalk capacitance between neighboring wires nor parasitic inductances along the
wires have been incorporated into the model, thus far. These two effects may mani-
fest themselves in systems with small wire pitches or in systems with long and nar-
row wires operating at high frequencies, respectively. However, we believe that these
effects will not influence strongly the functionality of a low speed, low frequency
prototype nanomemory, such as we consider. In other words, whereas these two par-
asitics may impact the operating conditions and efficiency of the nanomemory, they
will not alter whether or not the system can be made to operate. Nevertheless, since
these effects may influence the optimization of the nanomemory, simulations that
explicitly incorporate these effects are being developed and will be included in
future research efforts.

NANOMEMORY SIMULATION AND ANALYSIS

The nanomemory is accessed by placing an address on the row and column
decoders and then adjusting the supply voltages to force either a read or write oper-
ation. The address asserts a row and a column by turning on the TGNW-FETs in the
selected row and column, while turning off at least one TGNW-FET in each non-
selected row and column. This procedure isolates a unique point or address in the
nanomemory array.

When the TGNW-FETs are turned off, they create an open circuit and leave the
voltage upon the non-selected rows and columns “floating”, in the absence of a con-
nection to a strong power supply. Allowing the rows and columns to float in this man-
ner risks having non-selected diode junctions inadvertently reprogrammed if these
diodes are subjected to voltages from elsewhere in the array that exceed program-
ming thresholds. To help control the voltages across the non-selected rows and col-
umns, a precharge signaling scheme is used. The precharge places a fixed charge on
all of the non-selected diodes prior to evaluation. This limits the voltage difference
across them.

Each operation is thereby divided into a precharge phase and an evaluation phase.
FIGURE 7 shows the waveforms of the input and output signals of these two phases
for a read operation on the 10×10 nanomemory shown in FIGURE 1. The simulation
first reads diode (8,8), that is, the diode in row 8 and column 8, followed by a read
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of diode (9,9). It is of particular importance to be able to simulate the reading of
diode (9,9) because it is the worst-case diode for both read and write operations, that
is, it is the farthest from the power supplies. Simulation of the reading of diode (8,8)
provides an example of the precharge scheme over successive memory accesses. In
principle, any address location would do.

The precharge phase asserts all address lines and places a voltage on all the rows
and columns. Then, during the evaluation phase, only the selected row and column
are asserted. The junction and parasitic capacitances on the non-selected lines hold
the precharge voltage while they are isolated from the rest of the circuit. During the
evaluation phase, at least one TGNW-FET in each non-selected row and column is
turned off, leaving the only path between the row supply and column supply through
the selected diode, enabling the reading or writing of a single bit.

When reading a bit from memory, voltages are placed on the row and column sup-
plies such that the selected diode is forward biased, allowing the output current of
the nanomemory to reflect the resistance of the selected diode. It is particularly
important to choose operating voltages that only forward bias the selected diode.
Forward biasing non-selected diodes will cause them to contribute, inadvertently,
to the overall output current. In the worst-case memory configuration for reading a
logic “0” bit (i.e., when the selected diode is in the off-state and the rest of the diodes

FIGURE 7. Input and output waveforms for the precharge and evaluation phases of
two sequential read operations. The left half of the figure shows the input signals for a read
of diode (8,8) followed by a read of diode (9,9). The voltage biases across the selected
diodes, (8,8) and (9,9), their neighboring diodes, (8,9) and (9,8), and the memory output
current are shown in the right half of the figure.
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are in the on-state), even a slight forward biasing of the non-selected junctions may
make the state of the selected diode unreadable. This problem increases with the size
of the array since there are more non-selected diodes that can contribute to the over-
all current.

To avoid this interference from non-selected diodes, we choose precharge and
evaluation voltages for reading the memory that force non-selected diodes into a
reverse bias or near zero bias. This strategy prevents non-selected diodes from con-
tributing to the output current. The right half of FIGURE 7 shows simulation results
for the strategy described above. The memory configuration is set to the worst case
for reading logic “0”. The worst-case diode, that is, diode (9,9), is set to logic “0”
and the rest of the diodes are set to logic “1”. The top four waveforms are the voltage
biases across the diodes being read and two neighboring diodes. The simulation
results show that the diodes in non-selected rows and columns are either reverse
biased or have a very small forward bias during the evaluation phase.

Although placing non-selected diodes under a reverse bias is effective for reduc-
ing unwanted current contributions to the output current, this scheme does run the
risk of inadvertently programming on-state devices to off-state devices if the reverse
bias exceeds VthresOFF. Therefore, it is necessary to use supply voltages that are small
enough to ensure VthresOFF is not surpassed. This, in turn, limits the bias that can be
placed across the selected diode.

Nevertheless, in the simulation it is possible to achieve excellent ON/OFF current
differences for a variety of different memory arrays, as is shown in FIGURE 8. Simi-
larly, TABLE 1 provides details of the output currents Iout for worst-case read opera-
tions for both logic “1” and logic “0”, as well as the current difference ∆Iout and
current ratios “1”/”0” current ratio between them. These differences are sufficient to
read each memory successfully. Furthermore, the high current ratios suggest that

FIGURE 8. Plot of ∆Iout versus time. T = 0 corresponds to the beginning of the evalu-
ation phase. The time it takes for ∆Iout to reach its maximum value has implications on the
speed of the memory. The simulations above use zero capacitance between the nanowires
and the substrate. 



324 ANNALS NEW YORK ACADEMY OF SCIENCES

read operations can be performed successfully in memory arrays that have been
scaled up to include even more rows and columns.

Data is written to the nanomemory by subjecting the selected diode to a bias
exceeding the switching threshold. As discussed in the previous section, a diode in
the on-state is switched to the off-state at VthresOFF ≈ −2.75V and a diode in the off-
state is switched to the on-state at VthresON ≈ 3.8V. As with the read operations, care
must be taken to avoid inadvertently programming non-selected diodes. However,
simulations performed in this work suggest it is feasible to write either logic value
to the memory. It was always possible to identify operating conditions that pro-
grammed the selected diode without subjecting non-selected diodes to voltages that
exceeded thresholds.

The simulations shown in FIGURE 8 and TABLE 1 assume no capacitance between
the nanowires and the substrate, that is, CNWsub1 = CNWsub2 = 0. This is a reasonable
approximation and can be realized experimentally by raising the crossbar nanomem-
ory sufficiently high above the substrate and/or using a low-k dielectric between the
nanomemory and substrate. Likewise, it should be possible to add a controlled
amount of capacitance to the nanowires by reducing the height above the substrate
and/or using an alternative dielectric. Recent experiments have shown that the capac-
itances between the memory cell of interest and the substrate may be estimated to be
approximately 1aF. Thus, the simulations described above were repeated with this
small capacitance to ground added to each unit crossbar in the nanowire interconnect
model, that is, CNWsub1 = CNWsub2 = 1aF. As is shown in FIGURE 9, adding capaci-
tance to ground reduces the ∆Iout settling times, particularly for the larger arrays.
This reduction in settling times occurs because the capacitance to ground provides a
better environment for holding the precharge. Without capacitance to ground, the
junction capacitance dominates and capacitive coupling to crossing wires can reduce
the effectiveness of the precharge.

The simulations developed in this work also can evaluate the effects of varying
design parameters on specific aspects of nanomemory performance or evaluate the
tradeoffs between traditionally disparate design goals, such as high speed versus low
power. For example, the output current difference ∆Iout can be improved by either
shifting VthresOFF to a lower voltage (more negative voltage) and/or by increasing

TABLE 1. Simulation results for a read operation performed on the 10�10 nanomemory
shown in FIGURE 1

NOTE: The simulations are performed with zero capacitance to ground and the reported values
occur 10nsec after the evaluation phase begins (see text for details).

Nanomemory 
Array Size

Iout (nA) ∆Iout (nA) “1”/”0”
Current Ratio

logic “1” logic “0”

3×3 134 0.8 133 168

10 ×10 134 0.9 133 149

15 ×15 134 1.1 133 122

21 ×21 134 1.6 132 84

45 ×45 134 16.7 117 8
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VthresON. Increasing ∆Iout should lead to increased speed and array size. However,
altering the programming threshold in this manner requires more energy during
write operations. This, of course, increases power consumption. Simulation is an
effective way to examine these tradeoffs in a quantitative manner. Work is ongoing
to identify optimal operating parameters for various design goals.

For all of the simulations performed to date, the voltage swing for the input sig-
nals is relatively large, requiring the address lines to vary by 5V, while the row sup-
ply and column supply vary by 2.75volts and 1.75volts, respectively. These large
voltage swings will most likely consume significant dynamic power and require lev-
el shifting circuits to interface with conventional electronics. Thus, reducing the sig-
nal swing should be an experimental goal. This will reduce power consumption and
ease integration with conventional circuits. However, achieving this goal may
require smaller diode thresholds. This may reduce the memory speed and could
affect functionality. Additional simulations that explicitly incorporate external
CMOS circuits are required to explore this issue more fully.

Nevertheless, the simulation results thus far suggest that a 45×45 nanomemory
will be functional using the realistic system parameters derived from present exper-
iments. Simulations of larger memory arrays up to 125×125 are planned, but the
general trends of the results suggest that these larger memories will be functional as
well. Furthermore, as is shown in the next section, the ability to assemble 45×45
nanomemories could be of considerable utility, because their use in a banked topol-
ogy provides a route to realizing a 16-kilobit nanomemory, which is the DARPA
development goal.

Although the simulations to date have suggested that the memory is scalable and
will function under present device and design parameters, other factors should be
considered in future simulations. For example, as the size of the nanomemory array
grows, so does the capacitance and resistance of the rows and columns, which
can hamper memory performance. FIGURE 8 shows the time dependence of ∆Iout for

FIGURE 9. Same as FIGURE 8 except that the simulations above have 1 aF of capaci-
tance between the nanowires and the substrate. These simulations show a small amount of
capacitance produces shorter ∆Iout settling times.
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simulations of four different memory sizes. The figure shows that increasing the size
of the memory also increases the time needed for ∆Iout to reach its maximum value.
This settling time may reduce the speed of the memory. However, detailed informa-
tion about the connection of the nanomemory to conventional micron-scale CMOS
circuitry, in this case signal amplifiers, is necessary for any realistic estimation of the
memory speed.

BANKING TOPOLOGIES AND AREA ESTIMATES

As the previous section suggests, simply increasing the size of a single nanomem-
ory array may not be the most effective approach for producing memories with very
high bit counts. As the size of a memory arrays increases, so do the resistances and
capacitances associated with the array, which increase delay and power consump-
tion. Ultimately, this may threaten functionality.

In addition, large memory arrays are more susceptible to fabrication defects,
since a single defect in a wire can render all the memory cells along it unusable.
Reducing the vulnerability of nanomemories to defects is important. This is because,
based on statistical and thermodynamic arguments, it is anticipated that the hierar-
chical self-assembly strategies being pursued for molecular-scale electronic circuits
may produce a significant fraction of defective devices or devices that are imprecise-
ly positioned.29

To increase defect and fault tolerance, instead of using a single large array to
achieve a high bit count, banks of smaller memories might be employed. FIGURE 10
illustrates the notion of banking by showing how a one-kilobit memory array can be
represented as a single 32×32 array or four 16×16 arrays. This strategy allows for
the same level of defect tolerance with less redundancy, since any single defect
impacts a smaller number of individual memory bits. Generally speaking, as the
degree of banking increases, the amount of required redundancy should decrease,
since smaller arrays pay a lower price per defect.

Adopting a banking strategy also increases the overall data throughput for the
memory. First, the lower resistances and capacitances of the shorter nanowires in the
smaller arrays allow faster access times. Second, banked arrays can be accessed in
parallel (i.e., a bit can be accessed from each bank simultaneously) significantly
increasing memory performance. Although banked architectures can create more
complex fabrication patterns, the regularity of the banks would seem to provide a
feasible route to nanomemory assembly. Harvard University already has made sig-
nificant progress in the parallel fabrication of multiple arrays in a tiled pattern.

The one significant tradeoff generally associated with employing a banking strat-
egy is an increase in area per usable bit. This occurs because each additional bank
requires additional wires for encoding and decoding the memory array. Although
some of these wires can be shared among the banks (see FIG. 10), banking always
results in an increase in the number of address wires. Thus, an optimal banking strat-
egy will employ moderately sized arrays that take advantage of the coding scheme
to increase density, but also achieve the requisite degree of defect tolerance, parallel
access, and/or other design goals.

Despite the various possible banking topologies for producing a 16-kilobit
nanomemory, first-order area calculations suggest that the target nanowire pitch
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FIGURE 10. Illustration of two different topologies for realizing a 1-kilobit memory.
(A) A single array and (B) a bank of four arrays with an equivalent number of bits.

FIGURE 11. Plot of estimated area per usable bit versus nanowire pitch for four mem-
ory arrangements targeting the 16-kilobit DARPA nanomemory. The calculations assume
only 16-kilobits of data can be accessed and the remaining memory locations are reserved
for redundancy. The microwire pitch is set at 100 nm for all four arrays.
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should be similar for a variety of topologies. FIGURE 11 shows the estimated bit den-
sity for three different banking strategies as a function of nanowire pitch. We also
consider two different amounts of redundancy for a single array implementation.
These area estimations are premised on the goal of providing 16-kilobits of accessi-
ble memory, where any additional memory locations are assumed to be used only as
replacements for faulty bits. In other words, the area per usable bit is calculated by
dividing the total area for each topology by 16,000, regardless of the actual number
of bits. The microwire pitch was set to 100nm for all of the area calculations. Details
of these four memory arrangements are given in TABLE 2.

The four different memory arrangements described in FIGURE 11 and in TABLE 2
all reach the Moletronics Program density goal (1011bits/cm2) when the nanowire
pitch is approximately 15nm. However, a more appropriate measure of the nano-
technology employed in the fabrication of the nanomemory might ignore the area
occupied by the microwires and just consider the area occupied by the nanowires.
In that case, a nanowire pitch of approximately 30nm would suffice to achieve the
density goal. Combining these results with functional 45×45 nanomemory simula-
tions suggests that the 16-kilobit DARPA nanomemory is an attainable goal. Fur-
thermore, as we continue simulation efforts to explore still larger functional
nanomemories, we believe a variety of topological strategies will be viable.

SUMMARY AND FUTURE WORK

Simulations performed on the experimental nanomemory being developed by
Harvard University and Caltech suggest that if such a system were built, it would
operate. Results thus far suggest that a 45×45 nanomemory array constructed from
presently fabricated experimental devices in the proposed design would function
properly. Furthermore, such arrays could be banked to achieve the DARPA
Moletronics Program objective of a 16 Kbit molecular-scale electronic nanomemory
with a bit density of 1011bits/cm2.

The simulations described in this paper were focused on projecting the likely
functionality of larger arrays of such a nanomemory than have been built and tested
to date. The read operation is evaluated by comparing the difference between the
worst-case output currents when reading a logic “1” versus a logic “0”. The simulat-
ed output currents suggest the nanomemory should function properly. The writing of

TABLE 2. Estimated nanomemory area for four different memory arrangements
targeting the 16-kilobit DARPA nanomemory

Memory 
Arrangement

Total 
Locations

Percent 
Redundancy

Total Area (square microns)

20 nm pitch 15 nm pitch 10 nm pitch

136 ×136 – 1 array 18,496 15.6% 16.6 11.1 6.5

153 ×153 – 1 array 23,409 46.3% 20.4 13.5 7.8

66 ×66 – 4 arrays 17,424 8.9% 19.6 13.4 8.1

45 ×45 – 8 arrays 16,200 1.3% 20.9 14.4 8.8
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both logic “1” and logic “0” to memory was also simulated with a similar prediction
for successful operation. Finally, results concerning the settling times of the output
currents were presented. These results give an indication of the memory speed and
suggest that adding a small amount of capacitance between the nanowires and the
substrate may the increase speed of the memory. Furthermore, a small amount of
substrate capacitance creates a better environment for holding the precharge and
increases the stability of the memory.

Equations were derived to estimate the area of the nanomemory and its potential
density. Multiple banking topologies were considered with the conclusion that a
nanowire pitch of 15nm or less will achieve the Moletronics Program goal of
1011bits/cm2, if one includes in the density estimate the area occupied by the microw-
ires, as well as that occupied by the nanowires. If only the area occupied by the
nanowires is considered, then a nanowire pitch of approximatelyt 30nm will suffice.

The work in this paper represents the first steps towards a detailed modeling and
simulation methodology for extended electronic circuits integrated on the molecular
scale. Many additional steps are required in future work. These include more accu-
rate device and interconnect models and the ability to model variations in devices,
both in terms of global variations in devices (i.e., corner analysis) and in terms of
variations among individual devices. Also, it is important to incorporate features that
permit the design and simulation of nanocircuits with random defects, in order to
evaluate fault tolerance.

Reduced circuit models are required to analyze very large nanomemories having
device counts beyond the capabilities of SPICE-level simulation. In addition, the
capability to simulate nanoscale circuits along with the interfacing conventional
electronics is required. This is essential for determining the performance of the sys-
tem as a whole.23,27 This is one motivation for adopting a design paradigm that
allows seamless integration of both technologies. Finally, it is important to continue
to search for new circuits and architectures for the design and operation of very
extensive arrays of ultradense memory using molecular-scale devices.
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